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SUMMARY

Modern helicopters, civilian and military alike,eaexpected to operate in all
weather conditions. Ice accretion adversely afftugsavailability, affordability, safety
and survivability. Availability of the vehicle maye compromised if the ice formation
requires excessive torque to overcome the dragexeidoperate the rotor. Affordability
is affected by the power requirements and costvafiesship of the deicing systems
needed to safely operate the vehicle. Equipmetiefotor blades with built-in heaters
greatly increases the cost of the helicopter andgd further demands on the engine. The
safety of the vehicle is also compromised due éslkedding events, and the onset of
abrupt, unexpected stall phenomena attributahiestéormation.

Given the importance of understanding the effects iang on aircraft
performance and certification, considerable work haen done on the development of
analytical and empirical tools, accompanied by higlality wind tunnel and flight test
data.

In this study, numerical studies to improve icevgio modeling have been done
by reducing limitations and empiricism inherenekisting ice accretion models. In order
to overcome the weakness of Lagrangian approacinsteady problem such as rotating
blades, a water droplet solver based on 3-D Euleriathod is developed and integrated
into existing CFD solver. Also, the differences voe¢n the industry standard ice
accretion analyses such as LEWICE and the ice @memnodels based on the extended
Messinger model are investigated through a numb2+airfoil and 3-D rotor blade ice

accretion studies. The developed ice accretion eodased on 3-D Eulerian water

XX
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droplet method and the extended Messinger modallss coupled with an existing
empirical ice shedding model.

For de-icing analysis, LEWICE uses 2-D strip theoayd solves the heat
conduction equations on a Cartesian grid. A fullp heat conduction analysis that
acknowledges curvature of the heat elements, aadfitite spanwise extent of the
heating elements has been developed in order twiramle-icing modeling.

A series of progressively challenging simulatioravédn been carried out. These
include ability of the solvers to model airloadsp®n airfoil with a prescribed/simulated
ice shape, collection efficiency modeling, ice gtiowice shedding, de-icing modeling,
and assessment of the degradation of airfoil arrpérformance associated with the ice
formation. While these numerical simulation resute encouraging, much additional
work remains in modeling detailed physics importémtrotorcraft icing phenomena.
Despite these difficulties, progress in assessilgdpter ice accretion has been made

and tools for initial analyses have been developed.

XXi
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CHAPTER 1

INTRODUCTION

1.1 Background

Modern helicopters, civilian and military alikereaexpected to operate in all
weather conditions. Ice accretion adversely afftdugsavailability, affordability, safety
and survivability. Availability of the vehicle madye compromised if the ice formation
requires excessive torque to overcome the dragedetedoperate the rotor. Affordability
is affected by the power requirements and costvafiesship of the deicing systems
needed to safely operate the vehicle. Equipmetiefotor blades with built-in heaters
greatly increases the cost of the helicopter andgd further demands on the engine. The
safety of the vehicle is also compromised due éslkedding events, and the onset of
abrupt, unexpected stall phenomena attributahiestéormation.

Given the importance of understanding the effeofs icing on aircraft
performance and certification, considerable work haen done on the development of
analytical and empirical tools, accompanied by higlality wind tunnel and flight test
data. AGARD Report 344 [1] and Gent [2] provideextellent review on aircraft icing
research. The icing research tunnel (IRT) at theviteResearch Center was built by
NACA in the early 1940's. Since then the systemadigearch in ice accretion and
subsequent aerodynamic performance degradatiotd®s performed. Although there
were initial efforts for icing simulation in thetéa1920's and early 30's [3], an important
foundation and early key milestone in the numerasalysis of aircraft icing were built
by the early works of Hardy [4], Messinger [5] drahgmuir & Blodgett [6]. Their early
works laid the mathematical foundation but werdriged to simple geometries such as
cylinders and spheres. The theoretical researctedtéo focus on more representative

geometries such as airfoils, wings and helicoptetors since the late 1970s.
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Sophisticated computer simulations of ice accretigmocesses and performance
degradation have been performed with the adverttighi speed computers. In recent
years, the certification of aircraft flying in i@gncondition has been transformed from an
dependence on wind tunnel and flight tests to deblg analysis with verification by

actual tests because numerical simulation is mdvargageous in investigating a much
broader range of icing environments in a safe dfidient manner. Because it is very
expensive and time consuming to test and certifyagmoraft for its entire range of

operating conditions, it is customary to use icihginel test data bench mark
configurations and computational data to screen raddice the number of flight test
operating conditions. Despite this long historyiadfig research, a number of unresolved
issues related with the physical phenomena arkerstitained in the process of icing
simulation. Improvement of prediction capabilityr face accretion and performance

degradation requires understanding of the undeglghnysical phenomena.

1.2 Effect of Icing on Vehicle Performance and Hanldhg

The most prominent effect of ice formation oniriff surfaces is variation of the
lifting characteristic of a wing or rotor. Ice witlause drastic decrease of the maximum
lift and even the slop of lift curve with respectdngle of attack because nose shapes of
wing sections are essentially sharpened by thel useidorms or become rough due to
icing phenomena. Also, ice can cause premature $ieparation downstream of the ice
shape giving rise to stall at considerably loweglas of attack. At the same time the
drag of wing or rotor blade will increase and résualthe change of drag polar. Typical
example of performance degradation of wing duedaccretion is seen in Fig. 1.1.

In fixed wing case, the longitudinal stability laefior is also affected by the ice
accretion on wing [1]. Due to the ice formatiore thalance obtained from trim condition

without ice becomes upset. The aircraft will becanistrimmed in the nose-up direction
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as the size of ice grows. This will result in, é&tample, rapid pitch up during the take-off
and require an abnormal push force in order t@ ke speed during the climb.

While icing affects fixed wing and rotary wing veles alike, rotorcraft are more
vulnerable to ice accretion. It is hard to analyze accretion on rotor blade and its
subsequent effect on helicopter performance instr@ightforvard manner used for a
fixed wing aircraft. The flowfield is highly modé#d due to ice accretion. This causes
reduction of sectional lift coefficient and moddigon of sectional pitching moment [7, 8,
9]. The most critical effect of rotor blade icing the dramatic increase of blade profile
drag. Ice usually is not formed uniformly on thed# surface. A rough or sometimes
jagged structure which causes premature flow s@pares created. Due to this, required
torque also is increased and can quickly reacHithies of transmission or engine [10,
11]. Another hazardous effect of rotor icing is theterioration of normal autorotational
qualities. It will be difficult to maintain the mimum autorotational RPM in case of
power loss [12]. U.S Army conducted a study witllBJH-1 Huey and found that ice
accretion of one-half inch or greater will be acpamied by a 5-6 pound per square inch
(psi) torque increase over the no-ice power requarg [12].

v

A

UNCONTAMINATED A

\ SLIGHT

CONTAMINATION C. 1
Lift

\ GREATER Coeff.

CONTAMINATION

S W

Angle of Attack o — Drag Coeff. Cp, —

UNCONTAMINATED

CONTAMINATION
GREATER

Figure 1.1 Effect of Icing on Lift (left) and Drggght) [1].
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There is an addition issue related to ice sheddihg problem occurs due to the
high rotational speed of the rotor. Especially ninar rotor blade tip, accreted ice has
high centrifugal force which is providing a natuda-icing mechanism. Although this is
beneficial for helicopter theoretically, the problatic thing is the asymmetric ice
shedding from all blades. This will cause rotor &f@mce and subsequent severe
vibrations in the fuselage. In addition, shed icatiples have potential risk to the

fuselage, engine or empennage.

1.3 Ice Accretion Physics

The AGARD Report 344 [1] and Gent [2] describe thesic physics of ice
accretion and the different types of ice. Aircralihg is defined as flight in cloud at
temperatures at or below freezing when supercoater droplets impinge and freeze
on the unprotected areas on which they impact YArious factors such as ambient
temperature, speed of body, LWC and size of dteptethe cloud affect the rate and
amount of ice accretion on unheated aircraft stinest

The ice accretion can be divided into two distigpects. The first part is the rate
at which the water is captured by the surface. &heount of water collected is
determined by the product of collection efficientyyC and the speed at which the body
is travelling through the cloud. Collection effiory is affected by the size and shape of
body, angle of attack, water droplet size andoaiesl. Ambient temperature and pressure
have a limited effect on it.

The rate at which the collected water on the serfaf body will freeze to form an
ice is the second part of ice accretion. The wdteplets striking the forward-facing
surfaces freezes either partially or completelythesresults of a the heat transfer. The
heat transfer includes kinetic heating, convectieat transfer, evaporative cooling, the
rate of latent heat of release and a number oflstoatributions. The impinging water

releases the latent heat of fusion. This heat taadsarm the ice and surface. This
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warming tendency is counteracted by heat lossesnalty from convection and
evaporation. The convective heat transfer is lgrgéfected by the shape of body,
airspeed, roughness of iced surface and ambiempeterture difference between the
surface and the local air temperature. The evaperaboling is determined by vapor
pressure of the water which depends on temperahdgressure at the surface.

At combinations of low temperature, low airspead ow LWC, the temperature
of the accreted ice remains below freezing tempegadnd the impinging droplets freeze
completely. This type of accretion is called rinee i(Figure 1.2). Rime ice has a
streamlined and an opaque milky appearance. Tdwegs of this type of ice is relatively
simple because the impinging droplets freezes anthin on the surface they strike, that
is the freezing fraction is unity. Accurate predinot of droplet trajectories is critical for
the simulation of rime ice.

If all of the impinging water do not freeze, tisthe freezing fraction is less than
unity, the remaining so-called 'runback’ water rafts along the surface and freeze
somewhat downstream. This kind of ice accretiocaited glaze ice (Figure 1.3). Glaze
ice has more complex shape often with large dobbles (2D) or lobster-tail (3D)
which may jeopardize the aerodynamic charactesis@daze ice is formed at conditions
with warm temperature (i.e. close to freezing)hhsgpeed and high LWC. At high LWC
condition, the rate of convective heat loss isiffisient to remove all the latent heat
released so that the freezing fraction becomes tlems unity. Due to the complex
accretion process, modern ice accretion codeshstié difficulty in predicting the glaze
ice shapes accurately.

A slushy ride of ice termed 'beak’ ice (Figure) is4formed in the tip region of
helicopter blades at high speed and warm tempesatiose to freezing temperature. The
only place where ice can grow is in the suctionae@n the upper surface of the airfoil
close to the leading edge. Cooling due to adiabatgansion mitigates the effect of

kinetic heating.
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It is possible for all three types of ice to begent at the same time in case of
helicopter rotor blades. There is variation in tbeal velocity and surface temperature
along the radial direction of blade. Rime ice imemlly formed at the inboard region.
Glaze ice is presented further outboard and bealcan form in the tip region. Some
portion of the blade tip may remain clean due toekt heating effect at warmer

temperatures. Figure 1.5 shows a typical ice aiorr@rofile on rotor blade.

Clean airfoil
Ice shape

Figure 1.2 Rime Ice.

Clean airfoil

Ice shape

Figure 1.3 Glaze Ice.
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Clean
Ice shape

Figure 1.4 Beak Ice.

Kinetic heating
precludes ice acction

Beak

Figure 1.5 Typical Ice Accretion on Rotor Blade.
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1.4 Previous Research

1.4.1 Experimental Study

Before the advent of high speed computers, icesgarch for helicopters was
focused on wind tunnel and flight tests. In 1988 40883, icing and deicing tests have
been conducted with an model rotor of the Euroacoftger Puma in the SIMA wind
tunnel at France [13]. The influence of differemtrgmeters such as water droplet size,
static temperature and water flux density is ingaséd. It was found that speed and
temperature significantly affect ice shape. Fliggdts in icing condition were performed
on a UH-1H helicopter in level flight during 1983-&s part of the joint NASA / Army
HIFT (Helicopter Icing Flight Test) program [14]o@siderably different ice shapes from
those of the hover case were observed. The reawmoithis was explained by the
unsteadiness of flow field. In 1988, the first mbd#or icing tests have been done with
the OH-58 Tail Rotor Rig in the NASA Lewis Reseafghnter Icing Research Tunnel
(IRT) [15]. It verified the usefulness of the Icirfgesearch Tunnel as a facility for
obtaining meaningful data for rotating systems.eAfthat, several wind tunnel tests have
been conducted with a heavily instrumented subsualgel of a generic helicopter main
rotor by NASA at the IRT [16-20]. The effects ofrtperature, LWC, median droplet
diameter, advance ratio, shaft angle, tip Mach rem@otor speed) and weight
coefficient are investigated. From 2006 to 200& #Anti-icing Material International
Laboratory (AMIL) in Canada performed sub-scale mslodotor icing tests in
collaboration with Bell Helicopter Textron to studge physics, low energy de-icing
systems and hydro- or ice-phobic coatings use tioallshelicopters [21]. Fortin [21]
proposed an analysis procedure for ice shedding sirmlved correlation between
prediction and experiment. In 2009, model rotongciests in hover have been conducted
by the Pennsylvania State University [22]. Predittof ice shapes and shedding has been

done. Brouwers [22] used a similar approach Fased for shedding analysis.
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1.4.2 Numerical Study

Several ice accretion tools have been developtatnationally to predict ice

shapes for various conditions on structures toaedunnel time and flight test entries.

Some of representative ice accretion programs &W/ICE [23], ONERA [24 - 26],

FENSAP-ICE [27], CANICE [28,29]. Characteristics thfese ice accretion codes are

summarized in Table 1.1. Most of icing codes aienarly two-dimensional in nature,

although some have been expanded into three diorexssuch as LEWICE 3D,

FENSAP-ICE and ONERA 3D. Ice accretion programs mag a 2D or quasi-3D

potential flow solver to obtain flowfield or usehagh fidelity code such as a Navier-

Stokes code to capture viscous and unsteady effiectsrder to get information about

how much water droplet is captured on surface, &agjan or Eulerian approach are used.

For thermodynamic analysis of ice accretion processst ice accretion codes are based

on Messinger [5] model.

Table 1.1: Characteristics of Ice Accretion Codes

Characteristics
CODE Boundary Laver Lam-Turb Onset / Droplet
yLay Transition Length Trajectory
LEWICE [23] integral abrupt Re Lagrangian
ONERA [24] (I\/IlgLi%rr?(len) abrupt Re Lagrangian
ONEAR [25] differential Lagrangian
w/o
CANICE differential intermittency IL?E?I:E&@ Lagranaian
[28,29] (Cebeci [30]) | (Chen,Thyson [31]) " x grang
(Michel [32])
ONERA 3D[20] (M'gﬁ%rﬁén) Eulerian
FENEA{'ICE Eulerian
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Current state of the art computational methodok{pe modeling aircraft and rotorcraft
icing follow the present approach.

1. The external aerodynamics of the clean, un-icedigaration is first modeled.

2. The velocity field from the computations is fedara Lagrangian particle
trajectory analysis, or an Eulerian droplet conngcimodel, to determine the
collection efficiency, which a measure of the amtafrwater that enters the
viscous layer close to the surface with a possyhilf subsequent freezing.

3. The surface pressure distribution is next usedddehthe boundary layer growth
and compute the surface skin friction distributiBeynolds analogy is usually
invoked to convert the surface skin friction distrion to the surface heat transfer
rate.

4. As a last step, a finite volume analysis is donthiwithe viscous layer near the
solid surface to solve the water mass balance aedjg balance equations, with
and without heating within the solid surface unéeth.

5. At selected time levels, the resulting ice shapdded to the solid surface to
establish an iced configuration.

Steps 1-5 are repeated as often as needed untiittidime of ice accretion is reached.
In step 2, there have been two primary approatirethe prediction of surface
droplet impingement distributions- Lagrangian andelian methods. Da Silveira et al
[33] have conducted an evaluation of these metlaus found both methods to be
equally effective. LEWICE or LEWICE3D are represdive examples of industry-
standard icing programs that use a Lagrangian apprto compute droplet trajectories
through the air, and have been shown to be higfigcteve [34,35]. In Lagrangian
approaches, computational cost is reduced by penfigrthe simulation of ice accretion
only at a few selected strips in the configuratias,opposed to the full 3D simulation

where collection efficiency is computed over thérersurface.
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In the Eulerian approach, (e.g. FENSAP-ICE [27,36¢ conservation of mass
and momentum of the droplets are computed simudtasig with the flow field solution,
by solving two additional governing equations foe tvolume fraction of water and the
particle velocities. These equations are solvedhensame CFD mesh. The mean flow
may be unsteady, and the solid surfaces may belative motion. Most Lagrangian
approaches, on the other hand, assume or req@réoth field to be steady. For this
reason, an Eulerian method is more attractive fodeting rotorcraft icing phenomena.

For the ice accretion, most of codes are basedMessinger model [5]. The
original Messinger model is based on one dimenseqailibrium energy balance. It was
designed to analyze the conditions that govern dbailibrium temperature of an
insulated, unheated surface exposed to icing. motspossible for Messinger model to
capture the transient behavior of an ice accrebenause the temperature is set to
equilibrium value. This results in lesser freezfragtion than the true freezing fraction
[37,38]. Another limitation of Messinger model isat conduction through ice and water
layers cannot be accounted for due to the isotHeicraand water layers. Myers [39]
proposed a one-dimensional mathematical model,ndixtg the original Messinger
Model, describing ice growth due to supercooleddfimpacting on a solid surface. The
method solves heat equations in the ice and watgerd. A first-order ordinary
differential equation of phase change or Stefanditmm [37] is also solved at the
moving ice/water interface. All of the energy terofsthe original Messinger model [5]
are considered. Another point of Myers' approaclihat instead of solving the full,
complex system of equations, a much simpler syssesolved because the ice growth
rate is considerably slower than the heat conductte.

In order to completely prevent, or if not possjlaeleast minimize and control ice
formation on the skin of the aircraft, various dexg equipments have been developed
[40]. One of de-icing equipments is electrotherimahting pads [Figure 1-6]. It can be

incorporated into the fabric of the composite matsrand allow better heating efficiency
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and coverage, without harming the composite mdsedae to its lower power density,
coupled with placement flexibility. Although deig system using electrothermal
heating pads may be on its way to becoming ond@fntost efficient methods of ice
protection, the design and certification of thi®tpction system through experimental
testing are expensive and complex. Some numernpmbaches have been developed in
the past [41 - 45] to model the phenomenon of ightl de-icing. Stallabrass [46] first
developed one and two dimensional models. After sbparate numerical techniques are
used in this area [47-50]. Due to the complex phesron, de-icing simulation requires
precise solution of flowfield, collection efficiepc water film thermodynamics, ice
accretion, and heat conduction through the mubilegt aircraft skin. Unsteady heat

conduction and phase change through the ice ldgehave to be adequately modeled.

Figure 1.6 Iced Airfoil Equipped with Electrotherhi®ads [41].

12
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1.4.3 Studies for Rotorcraft Icing

Despite long history of icing research and seveamlaccretion modeling tools,
rotorcraft icing still remains a challenging prableMany researchers have developed
methodologies that are designed specifically tolaepvarious parts of the rotorcraft
icing problem. Flemming [51] performed series ot$ewith rotorcraft airfoils and
formulated 2D airfoil section icing relationshipar fice thickness and for changes in
aerodynamic force and moment coefficients. The 28ationships have been
incorporated into rotorcraft comprehensive perfarogaprediction codes. Britton [52,53]
developed an analytical approach calculating thiopeance degradation of a helicopter
operating in an icing condition. Instead of usimgeanpirical relationship developed by
Flemming [51], Interactive Boundary Layer method4][Ss used to calculate the
aerodynamic coefficients of the iced geometry. $tmpe at each radial location is
obtained by LEWICE. Zanazzi [55] did ice accretismulation and performance
prediction of rotor in hover using CFD tools. Riwe prediction of ice growth, 2D
analysis at each radial section base on classiagtangian approach and Messinger
model is performed. Heat transfer coefficientsa@ained by using an integral boundary
layer calculation method. Good correlation with esimental ice shape is obtained at
blade inboard regions (rime ice). There is deviat the outboard sections (glaze ice).
Bain [56-59], Narducci [60,61] also used similampeagach Zanazzi[55] have applied.
CFD simulations have been performed to obtain fleldfsolution. The velocity field
from the CFD computations is fed into a Lagranguaticle trajectory analysis. Ice
accretion is done by 2D strip approach.

For rotor blade ice shedding analysis, few nuna¢gamulations are found from
literature survey. Scavuzzo et al. [62,63] useddielements to model ice on a rotating
airfoil and subsequently predict the probabilitysbedding. Bain [59] and Brouwers [22]

used a similar approach Fortin used for sheddiadyais. The methodology does not use
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fracture mechanics. It can predict shedding usimg éxperimentally derived shear

stresses as input.

1.5 Motivation and Objectives

CFD based ice accretion simulation has severahrgdges in terms of safety,
efficiency and cost. Scaling is not required. Nu®r simulation is reproducible,
traceable and upgradeable. Cost for numerical sitionl are also continuously
decreasing. It is possible to investigate mostitofaions difficult or not possible to test.
Although many studies have been performed for oot icing problem, improvement
of prediction capability for ice accretion and penhance degradation are still required.
The technical barriers are:

1. Ice accretion modeling is currently being done gstiD aeromechanics tools
coupled to 2-D strip models of ice formation.

— The models are 2-D, quasi-steady.

— The models rely on semi-empirical methods for heatsfer from the
liquid water droplets to the blade surface.

— Shedding models qualitatively model the likelihomidshedding using a
balance of forces on the ice shape. (centrifugalefy surface adhesion,
and cohesion with neighbor ice elements)

2. The shape of shed ice and the subsequent trajeart®mot reliably modeled.
The primary objectives of this study are to:
1. Reduce limitations and empiricism inherent in e@Rrggtice accretion, runback-
refreeze, and shedding models.
2. Extend the 2-D quasi-steady strip theory analysia three-dimensional unsteady
approach for the external layers of ice, water, aimdas well as the internal

airframe structure with embedded heater elements.
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3. Validate the improved tools against the baselin®\LEE3D and against NASA
and industry supplied icing tunnel and flight tdata.

To achieve these goals, the scope of present vavekfirst to replace Lagrangian
approach with an 3D unsteady Eulerian approach.dBveloped water droplet solver is
integrated into the existing flow solver. The setovork is to reduce empiricism in heat
transfer analysis. Most of ice accretion codesuséegral boundary layer method to
calculate convective heat transfer coefficient tsing Reynolds analogy. Empirical
equations for skin friction coefficient and hearisfer coefficient are used. Instead of
empirical equations for skin friction coefficienyalues from high fidelity CFD
simulations are used for the prediction of heatdfar coefficient. The third work is to
systematically assess the differences betweemthesiry standard ice accretion analyses
such as LEWICE and the ice accretion models bardtie extended Messinger model.
Over the past two decades, Extensions to the ctdsMessinger model have been
proposed by Myers [39] and has been evaluated lgpe©®et al [64]. While these models
have the same physical foundation, they differ merably from each other in the way
the boundary layer growth, transition location d&ieation, and surface skin friction are
treated. These methods also differ substantiallthenway the heat and mass balance
equations are modeled. The fourth work is to penf@a shedding analysis using ice
shapes from the extended Messinger model and cempsediction against past
simulations based on LEWICE and icing tunnel tegadThe fifth work is to investigate
the curvature effect on de-icing simulation. LEWIG&es 2-D strip theory, and Cartesian
grids. A fully 3-D heat conduction analysis thakmawledges curvature of the heat

elements, and the finite spanwise extent of théiigealements has been developed.
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CHAPTER 2

METHODOLOGY

2.1 Icing Model Formulation

Figure 21 shows the basic elements of the ice accretiomlation model. The
process starts with grid generation and CFD flovalysis for a clean baseli
configuration. The droplet solver reads the flowldi data and computes the lo
collection efficiency ) on the surface. This information is fed irthe ice accretion
codeswhich subsequently calculates the resulting icgpshihat evolves over a period
time. The grid generator is next invoked to gereeeahew volume grid around the ic
configuration,for use in the CFD solver for an updated flow fildthese modules a
coupled to each other using a PYTHON script, ancharge the required data us

industrystandard flow filed and grid format (PLOT3

Ice Accretion Module (Loose coupling)
= Step 1 Grid generation

v Structured CFD mesh (PLOT3D format) is
generated using in-house tools, Gridgen, or

C-type CFD Grid Chimera Grid Tools.

v User input parameters control CFD mesh
quality.

Ice Shape

Grid Generation Tool

= Step 2 CFD simulation

Flow solution

(2 methods) Step 3 GTDROP simulation

v Collection efficiency (beta) is computed at
wall surface

GTDROP (Eulerian)

= Step 4 lce accretion simulation
v LEWICE
v Extended Messinger model

Collection Efficiency

LEWICE/

Extended Messinger Model

Figure2.1Overview of the Ice Accretion Analy:.
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2.2 CFD Solver

2.2.1 GENCAS

GENCAS (Generic Numerical Compressible Airflow 80 [65, 66] is a Navier-
Stokes equation solver for generic compressibftoair 2D or 3D structured multi-block
grid can be used. Roe’s FDS and AUSMPW+ upwind reelseare available for Euler
flux computation. T or 2" order implicit LUSGS with Newton sub-iteration, 2t/4"
order explicit Runge-Kutta schemes are availabletitie marching. For higher order
accuracy, % order MUSCL, # order and # order WENO cell interface reconstruction
methods can be selected as a user input. Variaikble turbulence models include one
equation Spalart-Allmaras (SA) and SA-DES modetg] tawo equation Wilcox's<-w,
standardk-g, Menter’s k-w/k-¢ BSL, Menter'sk-w SST (DES), KES, and HRKES
models.

A hybrid Navier-Stokes/Free wake method is alsailable as a user option. In
this method, vicinity of a blade is modeled by Nav$tokes equation while far-field
wake is modeled by free wake. This enables usenake grid much easier and to get
solution faster. For a detailed description of tioenerical formulation of GENCAS, the
reader is referred to the papers written by Mial¢65, 66].

GENCAS provides flow field data as a Tecplot ootptd format, forces and
moments corresponding to vectors defined by usakevgeometry at every certain time
steps, and sectional normal force and moments &metion of time. Hub forces,
moments, thrust, power and torque are provided am&ion of time as well (Tecplot

format).
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2.2.2 GT-Hybrid

GT-Hybrid [67,68] is a finite volume based thramdnsional unsteady viscous
compressible flow solver. The flow is modeled brgtfiprinciples using the Navier-Stokes
Methodology. The Navier-Stokes equations are solvethe transformed body-fitted
coordinate system using a time-accurate, finiteiva scheme. A third-order spatially
accurate Roe scheme is used for computing thecidvikixes and second order central
differencing scheme is used for viscous terms. Nwvier-Stokes equations are
integrated in time by means of an approximate LUSS@plicit time marching scheme.
The flow is assumed to be turbulent everywhere, Bedce no transition model is
currently used. The solver accepts a user defiabté tof blade geometric and elastic
deformations and deforms the computational grice ®mporal change in computational
cell volume is accounted for, by explicitly satisiy the Geometric Conservation Law
(GCL). The near wake region is captured inhereintthe Navier-Stokes analysis.

The influence of the other blades and of theitrgiVorticity in the far field wake
are accounted for, by modeling them as a collectibipiece-wise linear bound and
trailing vortex elements. The use of such a hyb¥iavier-Stokes/vortex modeling
method allows for an accurate and economical moegeatf viscous features near the
blades, and an accurate “non-diffusive” modelinghef trailing wake in the far field.

The vortex model is based on a Lagrangian wakeoagph where a collection of
vortex elements are shed from the rotor blade ingpiledge and are convected
downstream. The strength of the vortex elementss$ed on the radial gradient of bound
circulation and the number of wake trailers chdsgthe user. In case of a single trailer
coming off the blade tip, the vortex strength isuased to be peak bound circulation at
the instance the vortex segment is generated. ©hi&ces are propagated in time at a
local velocity, calculated as the induced velodie to all vortex filaments plus the free-

stream velocity. The induced velocities due toftke wake structure are also calculated

18

www.manaraa.com



at the N-S computational domain outer surface amdapplied as inflow boundary

condition. This allows the vortices to reenter thenputational domain.

Computational
Grid

Il

=

!
H

#  Modeled

i Tip Vortex from
other blades

Figure 2.2: A Schematic View of the Hybrid Method.

Figure 2.2 shows a schematic of the Hybrid methotployed in GT-Hybrid,

depicting the Navier-Stokes domain around the btadgen, the wake captured inside

the near-blade Navier-Stokes domain and part of wake which is modeled as a

Lagrangian free wake.

The influence of the trailed vortices from the waknodel on the blade

aerodynamics is computed by appropriately spedfyire vortex-induced velocities at

the far field boundary of the Navier-Stokes domaiaglecting the contribution of the

elements within the CFD volume grid trailed immeeiya from the blade.

GT-Hybrid currently has the capability to use awbed turbulence models such

as SA-DES and KES to compute the eddy viscositihcAlgh various turbulence models

are available in the GT-Hybrid solver, SA-DES modehs mainly used for rotor

application for computational efficiency and itsildgp to accurately predict massively

separated flows encountered in maneuvering flightacterized by dynamic stall cycles.
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2.3 Droplet Solver

In order to compute the droplet flowfield propestiat the same nodes of the
discrete domain where the flow variables of airlarewn, an Eulerian approach is used
in the present study. In this method, the averaagemdroplet properties within a control
volume are solved instead of tracking individuattigkes. This physical approach has
several advantages over the Lagrangian approa@seTinclude improved quality of the
solution, the ability to model unsteady flows ovmdies in relative motion, and the
automated treatment of shadow zones (no impingenfi@nprobes or detector placing
[27]. The interaction between the air particles dnel droplets occurs through a drag
force exerted by the mean flow on the particlese presence of the droplet flow field is
not felt by the mean flowfield solver, and the detp are treated as a passive scalar field.
When the air flow is steady, the CFD analysis maycbmputed a priori and used in the

droplet solver.

Table 2.1: Comparison between Lagrangian MethodeEameerian Approach for the
Prediction of Droplet Trajectory

Approach Characteristics

- LEWICE or LEWICE3D (representative examples oflustry-
standard icing programs)

- Computing droplet trajectories through the air

- Problems for the separated flow and shadow zone

- Not suited for dynamic analysis typical to rotaft because the
locations where droplets are released need todfol

Lagrangian

- FENSAP-ICE (representative solver)

- Two additional governing equations for the volufreetion of water
and the particle velocities are solved simultanowsgth the flow
field solutions.

- These equations are solved on the same CFD mesh.

- The flowfield may be unsteady, and the solid ates may be in
relative motion. Most Lagrangian approaches, ondter hand,
assume or require the flow field to be steady.

- Eulerian method is more attractive for modelirfga@orcraft icing
phenomena

Eulerian
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In the derivation of governing equations for aiomlet flows, the following
assumptions are made [24]
» The droplets have a spherical shape and do notrgmdsny deformation or
breaking.
» There is no collision, or coalescence between dtspl
» There is no exchange of heat and mass betweerrdpiets and the surrounding
air.
* The effect of mean flow mixing effects on the deips neglected.
* Drag, gravity and buoyancy due to density diffeemnare the only forces acting
on the droplets.
The first two assumptions are based on the fattttie size of icing droplets is 1-
100 pum range and droplet flow is considered diluittn a volume fraction around 0
Although the gravity and buoyancy forces are tloekers lower in magnitude than drag
force in typical flight conditions, these force® &ept in the model because their effects
could be significant in the simulation of de-icifigid contamination by rain and snow

during ground operation.

Governing Equations

In in-flight icing conditions, air and water drepé are mixed on length scales
smaller than the one which we want to resolve. pin@ses can be treated as continuous
fluids and all phases coexist throughout the floamdin. The portion of volume
occupied by water droplets is given by the volumaetion. Conservation equations for
mass and momentum can be solved for each phaseDEA ferm of the governing
equations for the conservation of mass and momerdtithe droplets in Cartesian

coordinate system are written as follows:
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0Q OE; _

E-I‘a—xj— (21)

whereQ is the droplet variable vectdg; is the droplet flux vector, and is the source

vector.
a
0=|,] (2.2)
au;
_ J
0
H=|CoRea ( _p_a)i . (2.4)
24K (ua ul)+ 1 p Frzgl

Here, o is defined as the non-dimensionalized volume foacf water;y; , the non-
dimensionalized velocity of droplets;, , non-dimemsilized velocity of air;p, the
density of water;o, , the density of airg;, gravity vector;F, =u,/|Lg is the Froude
number; u,,, the speed of air at freestrealn; the characteristic length (typically the
airfoil chord length);k = ad?u,, /18Lu, an inertia parametery, the dynamic viscosity of
air.

The first term on the right-hand-side of the motnanequation accounts for the
drag acting on the droplet or particle based onReynolds number, or Stokes flow,

behavior for spheres [69]. The droplets Reynoldsilmer (R@) is defined based on the

slip velocity between the air and droplet and traptet diameter. The drag coefficient is
24
Cp = — (1 + 0.15Re$°7%) Rey <1000
Req (2.5)
Cp=0.4 Rey > 1000
with,
_ padUoolua - uil

Red
U

The governing equations in the Cartesian coordinsystem(t,x,y,z) are

transformed to a curvilinear coordinate sys{gg, 1, {) using the link between them.
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E=¢(x,y,21t)
n=nxyzt) (2.6)

5 = ((X,y,Z, t)

After the transformation procedure, the governegyation, Eqn. (2.1), is re-

written in the curvilinear coordinate system as H@2.7).

cwl oy @7

U—<+V e

o0 00 a0
a9 o

(2.9)

Q|

Il
—~| =
s < KR

where] is the Jacobian of the transformation, &ntl, W are the contravariant velocity

components along tHgn, and¢ coordinate direction.

U:$t+5xu+$yv+$zw

V=n+nu+n,v+nw (2.9)

W=+ Gaut v+ Gow

The metrics are defined as:

$e = =X — )’tsty — Z&,

Ne = —XeMx — Velly — Z¢eNz (2.10)

(e = —x¢Qx — yt(y - z(,
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& = JOmzg = vezy )i & = 1 (xgzn — x92¢); &, = J (eqye — Xc)
e = J(eze — yezg)r my = 1(xe2g — x¢2¢) M, = ] (xgye — xey¢)

Cx = ](ngn - y,,Zg),' {y = ](xnzf - xfzn)/ (z = ](xfyn - x,,yg)
And the Jacobian of the coordinate transformatotefined as follows:

za(s‘,n,(,t) _ 1
006y, 2,0)  xe(ynze — yezy) — %y (Veze — voze) + x¢(Vezy — wy2¢)

J

Discretization
A first order upwind scheme is employed for conmpgithe mass and momentum
flux at the faces of the control volume. The corivecvelocities are defined such that

only one will have a value dependent on the dioactf the flow.

., _ WD
2 (2.11)
__w-1up
U =
Subsequently,
du
_—= + s — 5 - i - i
Ugg = UrQui—uig) + U7 (Uey — ) (2.12)

= —U+ui_1 + (U+ - U_)ui + U—ui+1

Time Marching

In an implicit formulation with first order backwd differencing in time and
using the central difference operatdr,the governing equations can be written as the

matrix form:
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[1+Ac(USe + VS, + W6;)]|AQ™ = (RHS)™ (2.13)
(RHS)" = —At(USg + V6, + W6;)Q™ + H (2.19
Equation (2.13) is a matrix system, which is cotapanally very expensive to
invert. In this study, the matrix inside the bréac&a the left-hand side is approximately
factored using a Lower-Upper Symmetric Gauss-S€ldgtSGS) implicit method. The
matrix is the sum L+D+U, where each of the elemmaatrices L, D, and U are readily
invertible. Equation (2.13) is expressed as:

(L + D + U)AQ™" = (RHS)" (2.15)
WhereL is a lower block triangular matrix with null mateis on the diagonaD) is a
block diagonal matrix and is an upper block triangular matrix with null me#s on the
diagonal. For the case of non-singular malrpEqn. (2.15) is re-written as:
D(D7IL 4+ I + D71U)AQ™! = (RHS)™ (2.16)
Using LU-factorization, Egn. (2.16) may be approaied as:
D + D1L)(I + D~U)AQ™?! = (RHS)" (2.17)
Or
(D + L)D™Y(D + U)AQ™! = (RHS)" (2.18)
where:
D+L)=-AtUr+Vt+WH)
D=I1+At[(U*-U )+ V*=VB)+W*—-Ww)] (2.19)
D+U)=AtU+V-+W"™)
The set of matrices can be solved in the proceds that:
(D + L)X = (RHS)"
DY =X (2.20)

(D + U)AQ™M =Y
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The matrices on the left-hand side of Egn. (2128)e either lower, diagonal, or
upper part only with all others zero. Thus, invensiof each matrix is easily
accomplished by backward or forward substitutiomc€\Q™*! is obtained, the new
Q™! is computed fron@™*! = Q™ + AQ™*1. Mean flow quantities are lagged by one

time step compared to particle velocity and voldraetion.

Boundary Conditions

The freestream values of droplet velocity and wwufraction are imposed as
boundary conditions at the far field. Prescribihg torrect boundary conditions for the
droplets at the wall is not straight-forward. Theplet velocity cannot be simply set to
zero on the walls. A switching boundary conditi@®][is applied. Volume fraction and
velocity of droplets are extrapolated from the categ flux entering the control volumes
adjacent to the solid. A lower bound of volumectran and zero velocity are imposed on
flux exiting the flowfield, and collecting on thealis.

Ay = Ay—q and Uy, = Uiy Incoming droplet fluxes
(2.21)
ay = foand u;, =0 Droplet fluxe exiting the wall

A common way of comparing droplet impingement rae various flight
conditions is through the collection efficiengy( This quantity characterizes the
configuration's ability to capture incoming watedas defined as the local mass flux of
water onto the airfoil surface normalized by theeBtream liquid water content and the

freestream velocity.

g = apyu; A

= TWOUCTAT (2.22)

where A is the local area normal; LWC, Liquid water cornit@fig. 2.3).
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Figure2.3: Definition of Collection Efficienc.

Computational prediction for large droplet ciand found tcshow a considerably
higher collection efficiencydistribution and the peak value is greater than
measurement [{0A plausible reason for this over (diction is droplet splashing at
breakup [7Q. The effect of droplesplashings considered by using a mo proposed in
Ref. 23. Splashingause a reduction in collection efficienc¥he mass faction of water

lost due to bouncin@Ny) is first computed.

Ny = 0.2 |1 — exp (—0.85(Kzr) )] (2.23)

where
_ pw 0.125
K,, = 0.859 (m) VK (2.24)
|u —uld 1.25
K — HW (pW a L ) (2'25)
pwod Hw

Here, o is surface tension between air and water. Findily ¢ollection efficiency i

computed as:

B'=pB1 —Np) (2.26)
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2.4 lce Accretion Solver

2.4.1 LEWICE

LEWICE [23] ,developed by the NASA Glenn Resedt@nter, has been used by
literally hundreds of users in the aeronautics comiby for predicting ice shapes,
collections efficiencies, and anti-icing heat requients. LEWICE consists of four major
modules. The first module is flowfield calculatiosing a panel method, developed by
Hess and Smith [71]. The second module is particdgectory and impingement
calculation using a Lagrangian approach by Froat pt2]. Thermodynamic and ice
growth calculation is third module. An integral lbolary layer method is used to
determine the skin friction and local convectiveah transfer coefficient. Finally,
Messinger model [5] is for ice accretion thermodyiwa analysis. LEWICE also has

capability for de-icing and anti-icing analysis.

2.4.2 Extended Messinger Model

Calculation of Convective Heat Transfer Coefficgent

One of important factors in the ice accretion psscis convective heat transfer
coefficients. In the present study, an Integral i¥ary Layer Method is used to predict
the heat transfer coefficients. This method givaglyf accurate laminar and turbulent
boundary layer properties. The transition from laanito turbulent flow is predicted
based on the roughness Reynolds number. The rosgReynolds number is defined as:

pUkks

Rek = (227)

wherek; is the roughness height atigl is the local velocity at the roughness height from

the following expression [64]:

Ue ks k5>3 (ks)4 1682dU, ki ( k5>3
kol _o(Is Is) p2liZels (s 2.28
0.~ 23 2(5 \5) e as s LTS (2.28)
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where U, is the velocity outside the boundary layer atrteghness location argds the

surface wrap distance from stagnation point. Thghoess height is calculated by [73]:

1

@:C%Wf (2.29)
pwFT

wherego,, , p,, andy,, are the surface tension, density and viscosityvater. F is the
fraction of the airfoil surface which is wetted laater dropletst is the local surface
shear stress. The boundary layer thickn&¥ss(calculated by [74]:

5__315
~ 37

(2.30)
where @ is the laminar momentum thickness. The currentdystamploys Thwaites'
method [75] to calculate laminar momentum thickn@$svaites' method is a combined
method of analysis and experiments. The accuratli®imethod is within 3% or so for
favorable pressure gradients, and 10% for adveessspre gradients but perhaps slightly
worse near boundary-layer separation. In Thwanesthod, the laminar momentum

thickness is calculated by:

0% 0.45 (S
—=— f US ds (2.31)
v Ug Jy

Transition location is determined by Von Doenhofiterion (R@ =600). For

laminar flow Re, < 600), the laminar heat transfer coefficient is caltedigby [23]:

2k

=

(2.32)

wherek is thermal conductivity of airdt is thermal boundary thickness as given by the

equations [23]:

O\’ Ut _ 4672 (e U\ s
GF) v (JZBKL(E;) QQ (2.33)

(7)
where c is reference chord lengthjs velocity at a given surface locatianis kinematic

viscosity of air,U,, is freestream velocity.
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For turbulent flow Re, > 600), the method of Kays and Crawford [76] is used to
calculate turbulent heat transfer coefficient. Tiuebulent convective heat transfer

coefficient is obtained from:
h=StpU.C, (2.34)

where C, is the specific heat of air. The Stanton numbéyigScalculated from:

&

2

e (2.35)
Tt T 1275,

wherePr; is turbulent Prandtl number. The roughness Stantonber (S is calculated

St=

from:
Sty = 1.92 Re; **° Pr=08 (2.36)

where Pr is laminar Prandtl number. In this stuskin friction coefficient from CFD
simulation is used instead of using empirical gkiction equation.

The boundary-layer analysis begins from the st@gmapoint and proceed
downstream using the marching technique for theeuppd lower surfaces of the airfoil.

The transition location is fixed at the streamwaseation where Re=600.
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Problem Formulation

Figure 2.4 shows typical ice accretion situatiom. ie layer (B(t)) stays on tt
top of a solid substrate. In case of glaze iceatemayer (h(t)) will cover the ice laye

The temperature of each layer is denoteT (z,t) andf(z, t), respectively.

Z
A
0(z,1) — ~ B(t) + h(t)
Tl:Z.t)I |ce B B(t)
| Substrate 0

Figure2.4: Schematic of the Ice and Watgis&m

The Stefan problem is governed four equationsheat equatior in the ice and

water, a mass balance, and a phase change or condition at the ice/water interfe:

oT  k; 9°T (237

dt B piCpi 0z2 .
06 _ kv, 226 5 38
0t pyCpy 022 (2:38)

0B oh
Pi E + Pw E = (LWC)ﬁVoo + my, — me,s (2'39)
oB oT 06

o — Je — —_ 2.40
pilegp =kigy ~kwy (2.40)

wherek; andk,, arethermal conductivity of ice and wa. Cy,; andC,,, are specific heat
of ice and waterB and h are the thicknesses of ice and waterdaln Eq. (2.39), the
quantities,(LWC)BV,,, m;, andm, s are the impinging, runback and evaporating

sublimating) water mass flow rates for a controlume respective. In Eq. (2.40)p;
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andL are density of ice and latent heat of solidificatof water. The ice density; , in
Eq. (2.39) and (2.40) can take different valueseddmg on whether rime or glaze ice

forms. In the current work, only two different vakjp, andp,are used.

Initial and Boundary Conditions

Extended Messinger Model [39,64] is based on thedard method of phase
change or the Stefan condition [37], similar to Messinger [5] energy balance in the
form of a differential equation. The difference hwite original Messinger model is that
extended Messinger model requires knowledge ofetmperature gradients in each layer.
Hence the heat equations in the ice and water Egeanalytically solved. To solve the
Stefan problem boundary and initial conditions a@@ecified from the following
assumptions:

1. Ice is in perfect thermal contact with the airfalrface, which has high
conductivity and a thermal mass much greater thanhdf the ice accretion:

TO) =Ts (2.41)

2. The temperature is continuous at the ice and waterface and is set to the
freezing temperature:

T(Bt) =0(B,t)=Tg 42)

3. A standard radiation boundary condition with aneditieat flux is applied at the
air and water interface [77]. It states that teatHlux at the surface is determined
by convection (Q, radiation (Q), latent heat release jQcooling by incoming
droplets (Q), heat brought in by runback water {Q evaporation (g or
sublimation (@), aerodynamic heating (Qand kinetic energy of incoming

droplets (Q) (see Appendix A):

Glazeice : —kWZ—f:(QC+Qe+Qd +Q)-(Q,+Q+Q,) atz=B+h (2.43)
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Rime ice : —kiZ—I:(QC+QS+Qd +Q)-(Q+Q+Q,+Q) atz=B+h (2.44)

4. Airfoil surface is initially clean:
B=h=0,t=0 (2.45)
5. The physical properties of the ice and water do verty with temperature.
However, the ice density is allowed to take twotidet values, depending on
whether rime or glaze ice forms. It is assumed thattransition between them
occurs instantaneously.
6. The phase change occurs at a single freezing tetuper(273.15 K).
These conditions are sufficient to calculate teengerature distribution and
thicknesses of ice and water layers. Note thateaths of the original Messinger model

have now appeared, either in the Stefan or in thmdbary conditions.

Ice Growth : Rime Ice

Ice growth for rime ice is trivial. The thickneskrime ice can be calculated from

the mass balance, Eqg. (2.39), with h set to zero:

B ((LWC)[?V00 + my, — rhs) . (2.46)

Pr
Eq. (2.37) can be converted from a PDE into ODEdkmng only the leading

order term [39]. This produces what is termed thasgsteady problem since time only
appears through the moving boundary conditions.s Tpinysically means that the
timescale for ice growth is much smaller than fleatconduction through the ice. The
leading-order problem is then expressed as:

92T

— = (2.47)

When the ice thickness is less than 2.4 cm, thesssolution of Eq. (2.47) will be
valid [39]. The temperature distribution inside thme ice layer can be obtained by

integrating Eq. (2.47) twice and applying Eq. (3.4td Eq.(2.44).

33

www.manaraa.com



T(Z) — Ts + (Qa + Qk + Qin + Ql)k_ (Qc + Qs + Qd + QT)Z (248)

Ice Growth : Glaze Ice

With a same approach (leading-order problem) faterice case, the heat
equations can be simplified to quasi-steady forms:

02T 02%0
— = = 2.49
d0z2 0, 0z2 0 ( )

If ice and water layer thicknesses are less thdncéh and 3 mm (which is the
case for most aircraft icing condition) [39], aftertegrating Eq. (2.49) twice and

employing the conditions (2.41) and (2.42), thefgermature in the ice is:

T —T.
T(z) =T, + fB °z (2.50)

The temperature distribution in the water becomes;

Q(Z) _ Tf n (Qa + Qk + Qin) _k(Qc + Qe + Qd + Qr) (Z _ B) (2'51)

Unlike rime ice case, the calculation of glazetltiekness requires knowledge of
the temperature profile. The problem is coupled;tdmperatures given by Eqg. (2.50) and
(2.51) are function of the ice and water heightsiclv in turn depend on the temperature
through Eq. (2.40).

In order to solve the coupled problem, integratmnthe mass conservation
equation, Eg. (2.39) is done. This yields an exqoesfor the water heighty, as a

function ofB andt:

. ((LWC)[%VOO T —

- ) (e - t) - Z_i (B - B,) (2.52)

whereBy is the ice thickness at which glaze ice first @ppeandy is the time at which
this happens.
The next step is differentiating Eq. (2.50) and5{2 to get the temperature

gradients. When these temperature gradients witlfZE8P) are substituted into the phase
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change condition in Eq. (2.40), a first order noeér ordinary differential equation for

the ice thickness is obtained:

0B _ ki(Tf —Ty) (Qc + Qe + Qa + Q) — (Qq + Qi + Qi)
Polrgr=—"p  thw kw + (Qc + Qe + Qg + Q) (2:53)

In order to calculate ice thickness for the glaze, Eq. (2.53) is integrated
numerically, using a following"4order Runge-Kutta method.

The Eg. (2.53) may be expressed as a simplified:fo

{B’ = f(t,B)
B(ty) = By
Then the following formula:
wy = By
ki = At f(t;, wy)
At ky
k, = Atf(ti Wi +?>
At k,
k3 = Atf(ti +?,Wi +7)

k, = At f(t; + At,w; + k3)

1
Wi+1 = Wi + g(kl + 2k2 + 2k3 + k4)

computes an approximate solution, thatiis B(t)).
During the ice accretion, thicknesses of ice amatewlayer and growth rate have
to be continuous for a smooth transition from tingerice to glaze ice. To calculate when
this transition occurs, the ice growth rate from E§39) is substituted into the phase
change condition (Eq. (2.40)) to give:
B, - _ ki(Ty — Ty)
Le (LW C)BVeo + My — syp) + (Qq + Qi + Qi) — (Qc + Qe + Qu + Qr)

The time when the glaze ice first appear is calead by comparison with Eq.

(2.54)

(2.46);

pr
o= B
g ((LWC),BVOO Y msub> 9 (2.55)
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Eq. (2.55) shows how the ice thickness at whichzelice will first appear
depends on the ambient conditions. It is found ithallows positive, negative, and even
infinite values for B. These may be interpreted as:

* 0<By<w: Eg. (2.54) indicates the ice thickness wheneliae first appears.

Consequently, Eg. (2.55) shows the time at whichappens.

* An infinite or 0 > B;: This indicates the glaze ice will not appear. réhare
mainly two reasons for this.
v" Numerator (T- Ts< 0) : This means that the substrate is too wiarrite
to grow.
v' The denominator of Eqg. (2.54) is less than zeracatohg that there is
insufficient energy in the system to produce liqwater and pure rime ice

is produced.

Freezing fractions and runback water

The freezing fraction for a given control volunsedefined as the ratio of the
amount of water which solidifies to the amount diter that impinges on the control
volume plus the water entering the panel as runiaatkr.

. o prB
Rime Ice : FF = WOV )t (2.56)

prBg + pg(B — Bg)

. — 2.57
Glaze Ice : FF (WO BV T ) ( )

Runback water mass flow rate is:
mout = (1 - FF)((LWC)ﬁVoo + min) - me (2-58)

This runback watent,,,;) becomesn;, for the neighboring downstream control volume.

Evaporating or sublimating mass is [64];
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. _ 0.7 Pv,sur — pv,OO)
Me,s = Com hc( e (2.59)

wherep, s,-andp, ., are the vapor pressure at the ice or water sudadethe ambier

air. These are calculated from [€

P, = 3386 (0.0039 + 6.8096 x 10T +3.5579 x 1077 T ) (2.60)

T =72+ 1.8(T — 273.15) (2.61)

An in-house icecode is developed based on formules of the Extended

Messinger ModelFigure 2.5 shows overall flowche

/ Input Data & Clean Airfoil /

!

Flow/field Solution using CFD
{Pressure distribution & skin friction on the airfoil surface)

‘ Collection Efficiency using GTDROP

!

Thermodynamic Analysis

|
‘ Heat Transfer Coefficient Calculation ‘
|

‘ Rime Ice Calculation Glaze lce Calculation |

It

| Calculation of Total Ice Thickness and Modification of the Geometry ‘

b

Number of layers <
Total Number of layers ?

ies

Final Geometry

Figure 2.5:Flowchart of thece Accretion Code &ed on Extended Messinger Mc
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CHAPTER 3

VALIDATION AND FEASIBILITY STUDIES

Several numerical simulations have been perfortoedilidate the ability of the
codes to capture key flow features related to ratat ice accretion. The selected cases
include 2-D airfoil under attached flows, 2-D aitfiondergoing dynamic stall, 3-D finite
wing, and 3-D helicopter rotors. A simulated icéen{ie) airfoil also has been simulated

and compared with wind tunnel test data.

3.1 Validation of CFD Solver

3.1.1 2-D Airfoil Case

2-D steady and unsteady airfoil simulations amneedoy GENCAS with the clean
and simulated iced (Simice) airfoils. Computatiomakults are compared against
experimental data [78] and simulation results fr@vERFLOW [79]. All CFD
simulations are done for the airspeed of 150 knibts dynamic conditions have a
frequency of 2.8 Hz with a SC2110 airfoil with a dodar leading edge that allowed
clean and simulated ice measurements to be madetioBs are computed with
resolution to capture the leading-edge suction aeakvortices traveling along the upper
surface. Figure 3.1 and 3.2 show O-type 2-D CFBmesed for simulations. The grid is
clustered to capture the boundary layer. For athmatations, a fully turbulent boundary
layer is assumed. This particular element of thedwunnel model was inherently rough
in contrast to the smooth fiberglass leading edfjyeghe clean airfoil. For solutions
presented in this paper, the Roe upwind, third medeurate scheme with the Spalart-
Allmaras turbulence model is used. For OVERFLOWuWations, same options are used
except transition location for clean airfoil. InettOVERFLOW calculations for clean

airfoil a transition to turbulence is enforced && 3/c.
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Steady 2-D Airfoil

The static lift performance for the clean airfaild the Simice airfoil is shown in
Figure 3.3. Below stall the computational resultgea well with the experimental
measurements; however at high angles of attaciethdts differ between themselves and
the measurements. The experiment suggests a g&iltlef the clean airfoil as indicated
by the small change in lift curves slope after@VERFLOW over-predicts (ax and an
abrupt stall at 15°. In contrast GENCAS under-ptsd max.

The static lift characteristics for the Simlice ghalso proved challenging for 2D
CFD. While agreement is very good for attached floath codes are under-predicting
CiLmax. Despite the complex ice shape, there is closezeagent among analysis and
experiment for the Simlce geometry than the cleBme clean airfoil is likely more
vulnerable to discrepancies caused by laminar#imstance boundary layer transition
because the shape is smoother. The Simice, beughras likely to be fully turbulent.
No attempt to predict boundary layer transition wesle for either airfoil shape.

The static pitching moment performance for theuclairfoil and Simice airfoil is
shown in Figure 3.4. Both solvers show similar dmvith a slightly negative (nose-
down) pitching moment for the clean airfoil withryeng angle of attack. Both solvers
show a similar increasing pitching moment trendhvangle of attack until stall for the

Simlice.
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Lift Coefficient

Lift Coefficient
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Pitching Moment Coefficient

Pitching Moment Coefficient
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2-D Airfoil undergoing Dynamic stall

Dynamic performance for a clean and Simice ainpoithing about the quarter
chord £3 degrees from a mean angle of attack adgsags is presented in Figure 3.5 and
Figure 3.6. As indicated in the figures, the cleanfioil does not experience stall and
performance is easier to predict. Although the ehap predicted pitching moment
hysteresis is similar with experiment, the negapitehing moment is slightly less when
compared with experiment. At this condition, then®ie shape experiences light stall.
GENCAS does a nice job capturing the lift hystexes$iaracteristics, just slightly under-
predicting Gmax but capturing the recovery of lift during the dastnoke. Current CFD
prediction shwos a gentler moment stall and a rheregn nosedown pitching moment at

the peak of the oscillation.

43

www.manaraa.com



Experiment
GENCAS

<&

1.4

JUBIOIHDOD W

Angle of attack (deg)

a) Clean Airfoil

Experiment
GENCAS

[e}

1.4

JUSIDIYD0D W

Angle of attack (deg)

b) Simlice

=5+ 3° f=2,8Hz, 150 knots.

Figure 3.5: Comparison of;&

44

www.manaraa.com



Experiment
GENCAS
\

<o

12

2
Angle of attack (deg)

0

0.04

| f

1 I
0 o™
Q i
S S

JuaIale0 Jusol Buysid

a) Clean Airfoil

Experiment
GENCAS

0

0.02| -
-0.04F

Angle of attack (deg)

b) Simlice

=5 +3° f=2,8Hz, 150 knots.

Figure 3.6: Comparison of,Ca

45

www.manaraa.com



An oscillating clean and Simice airfoil were simtgd and compared with another
CFD simulation and measured data. Dynamic perfocamatf these airfoil pitching about
the quarter chord 6 degrees from a mean anglétatkaof 5 degrees is presented in
Figure 3.7 and Figure 3.8. As indicated in the Mgy the clean airfoil does not
experience stall and performance is easier to gre®itching moment performance
behaves similarly for both flow solvers where tlegative pitching moment seen in the
calculations is slightly less when compared witlpaeximent. At this condition, the
Simice shape experiences mild stall. GENCAS doesica job capturing the lift
hysteresis characteristics, just slightly undedmtng G max but capturing the recovery
of lift during the downstroke. OVERFLOW does a m@aable job until the onset of stall,
then like the static cases predicts more abrufitten what is experimentally observed.
Despite this, OVERFLOW does very well predictingment stall, then over-predicts the
nose-down moment at the peak of the oscillatiorotgetapturing the recovery on the
down stroke. GENCAS is predicting a gentler monstall and a more benign nosedown

pitching moment at the peak of the oscillation.
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A deeper stall condition was examined with thdodiroscillating in the same
manner as previously discussed but pitching abonean angle of attack of 10 degrees.
Numerical simulation and experimental measurememtdift and pitching moment are
presented in Figures 3.9 and 3.10. Mild stall igezmentally observed for the clean ice
shape as indicated by the open hysteresis lift.ldagly turbulent calculations by
GENCAS and OVERFLOW do not predict this characterisVhen laminar conditions
are enforces over the first 3% of the airfoil th& turve begins to open though
OVERFLOW still misses the characteristic observadthe experiment. As in the
previous dynamic case, GENCAS does a better job @4ERFLOW in capturing the
degraded lift performance of the Simlce shape, dhoii struggles with the pitching

moment. OVERFLOW predicts the pitching moment stadll, but struggles post stall.
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3.1.2 3-D Rotor Blade Case

3-D CFD simulations for helicopter rotor bladeshiover and forward flight are
done by GT-Hybrid. Computational results are coragaagainst experimental data and
simulation results from other CFD codes.

Rotor in Hover

CFD simulations for the S-76 rotor with swept tauketip in hover have been
conducted for a collective sweep of 2 to 12 deglsescrements of 2 degree. The S-76
blades are 1/4.71 scale and possess a -10° lwesrand a solidity of .0704. The blades
have a radius of 1.423m (56.04 in.), a chord o870 (3.1 in.) and use the SC1095 and
SCI094 R8 airfoils. The flight condition at a nomirtip Mach number of 0.65 was
chosen for comparison. The tip Reynolds numberdasechord length is 1.332 Million.
The effect of aeroelastic deformation was not abergd in this study.

Two different CFD grids are used to investigateeffect of grid density on hover
performance. Figure 3.11 shows 3-D CFD grids dsedimulations. A refined C-H grid
has 291 points in the wrap-around direction, 98atagkid points on the blade, and 45
points in the normal direction. A coarse C-H gridhwl31 points in the wrap-around
direction, 70 radial grid points on the blade, &@dpoints in the normal direction was
additionally generated using an in-house grid getoeer For solutions presented in this
paper, the Roe upwind, third order accurate schaitiethe Spalart-Allmaras Detached
Eddy Simulation (SA-DES) turbulence model is usédure 3.12 shows the effect of
grid density on hover performance. Marginal diffeze is seen in prediction of thrust
coefficient. The predicted torque starts to devagehe collective pitch angle increases.
The fine mesh predicted lower torque coefficientdich are close to measurements.
Both grids predicted a+@ value of 0.09 at a collective of 9.5 deg. At tbadlective, tip
vortex descent rate and contraction rate betweengtids are compared in Figure 3.13.
Tip vortex descent rates are almost same and ibeliéference for the contraction rate

after 180 degrees of vortex age.
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Figure 3.13: Comparison of Tip Vortex Trajectory.
Comparison of GT-Hybrid results with several otiNavier-Stokes simulations
[80] are also shown in Figure 3.14. For the vavatdf G with the collective pitch, it is
seen that all the computed data are in good agrgewith each other. At higher pitch
settings, GT-Hybrid has a tendency to slightly gmexdict the thrust coefficient. For the

variation of torque coefficient with pitch, it mulsé noted that there has been no attempt
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to use comparable grids or identical turbulence eteodThe methodologies have other
differences with each other such as structuredinstructured, single block vs. overset,
central vs. upwind, etc. Keeping these differenoesiind, it is seen that OVERFLOW

and GT-Hybrid tend to over predict the torque deefht. The other analyses (Helios,
OVERTURNS simulations done at University of Marydarand the simulations done at
KAIST) gave very favorable agreement with test data

In vehicle performance, the thrust vs torque cusvef particular interest. The
data shown in Figure 3.14 have been plotted as €TCQ® plot. In this case,
OVERTURNS and U2NCLE gave the best correlation widst data. All other
simulations, including GT-Hybrid, tended to overegict the torque coefficient for a
given thrust setting. This tendency to over prethietpower (or torque) for a given level
of thrust leads to an under prediction of the fegof merit in most of the calculations
including GT-Hybrid. It is seen that only the OVEBRNS and UNCLE gave
satisfactory results for Figure of Merit.

The hover performance is strongly influenced btpronflow, which in turn is
influenced by the tip vortex trajectory. Figure 3dhows the tip vortex descent rate and
contraction rate as a function of vortex age. Thare no test data available.
OVERTURNS and U2NCLE gave a slightly larger desceate than the other
methodologies. The present GT-Hybrid method usksevortex (Lagrangian) method
in the near field with a far field trajectory modehsed on fitting the behavior at a
specified wake age while all the other methodsausertex capturing (Eulerian) method.
As a result, good correlation between the presesthod and others could only be
achieved for the first revolution, 360 degrees @ftex age, when the vortex is coherent
with a very small vortex core radius. At higher tear age, factors such as numerical
diffusion, grid density, etc begin to cause dewiasi among the various methods. It was
also observed that the GT-Hybrid methodology sigaiftly underestimated the tip

vortex contraction rate at higher wake ages, coaetptr other methods.
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Rotor in Forward Flight

The next validation study of GT-Hybrid was perfadnfor an AH-1G rotor in
forward flight. The flight tests for AH-1G were permed at NASA Ames Research
Center [81]. The rotor is a two-bladed rectangplanform teetering rotor. The blade has
a linear twist of -10 degrees from root to tip. Tdspect ratio is 9.8. The flight condition
chosen has an advance ratio 0.19, hover tip Maotbauof 0.65, a Reynolds number of
9.73x16 and a thrust coefficient equal to 0.00464. The lgsm in the azimuthal
direction is 7200 per revolution, which correspomdghe azimuth angle increment of
0.05°. The measured blade first harmonics are ptedein Table 3.1. These first
harmonic values of flapping angle and control sg#tiare used in current simulation. The
precone and shatft tilt angles were set to zeranduhe computation.

A C-H grid with 131 points in the wrap-around diien, 70 radial grid points on
the blade, and 45 points in the normal directiors \yanerated using an in-house grid
generator. Figure 3.16 shows a 3-D blade mesh fbdl& rotor. For solutions presented
in this paper, the Roe upwind, third order accusateeme with the Spalart-Allmaras
Detached Eddy Simulation (SA-DES) turbulence maslelsed. Due to the lack of trim
procedure during the CFD run, the thrust coefficfeom GT-Hybrid is under-predicted.

Figure 3.17 shows the surface pressure distribsitet 60% and 91% span for
different azimuth angles. The present results atsopared with another CFD results
[82]. For the 60% span, the suction peak at adwanside is slightly under-predicted.
For the 91% span, the computed suction peak atnath@ side is lower than the
measurements. This under estimation of suction psa#tlso seen in Ref. 82. The
computed pressure distributions on the retreatidg are compared well with the flight
test data

Figure 3.18 shows the sectional thrust variatibie@% and 91% of span. The
present results are compared with flight test dathresults of others [82]. The variations

in loads in the present computations seem similahose found in flight tests near 90
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and 270 degree azimuth angles. Although variousfgignt effects such as the influence

of the fuselage, the hub, and the blade elastioraetftions are not considered, the overall

thrust distributions agree fairly well with flighest data.

Table 3.1: Blade Harmonics for AH-1G Rotor

Experiment
Cr 0.00464
0, (Deg.) 6.0
0:c (Deg.) 1.7
0,5 (Deg.) 5.5
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Figure 3.16: AH-1G Rotor Blade Grid System.
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3.2 Validation of Water Droplet Solver

In this section, a number of calculations are gmesd to demonstrate the

capabilities of the present Eulerian approach. Gompns with industry-standard

Lagrangian approaches found in LEWICE are also show
3.2.1 2-D Airfoil Case
Steady 2-D Airfoll

As a firs validation case, collection efficiencyegdictions have been done for

NACAO0012 airfoil, at three different angles of aftaThe simulations are performed at a

0.31 free-stream Mach number with a constant dtapfmeter of 20m and an airfoil

chord of 0.5334 m. The mean flow field is obtainkdm GENCAS. In the CFD

simulation, Roe scheme with a 3rd order MUSCL rstarction is used for flux

calculations. A first order implicit LU-SGS schemseused for marching in time. Spalart-

Allmaras (SA) is used as the turbulence model. feigu19 shows 2-D CFD mesh used

for simulations.
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Figure 3.19: 2-D Grid for NACA0012 Airfoil [ 193 80 ].
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Figure 3.20 shows a comparison of the collectiffitiency from the present
Eulerian simulations with the LEWICE Lagrangianulés [83]. In general, the present
results are in good agreement with LEWICE, prowgdtonfidence in the present method.
It is found that the deviation between the two apphes grows with increased angles of
attack. Similar discrepancies have been reportedibhgel et al. [83] and Beaugendre et
al. [84] in their comparisons between FENCAP-ICHE &tEWICE. For the 4 deg. of

angle of attack, the results from LEWICE are ol#dimt corrected angle of attack (3.5

deg.).
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Next, the collection efficiency simulations argoeted for the MS317 airfoil.
This configuration was chosen because of the dihilaof collection efficiency and
pressure distributions data at various mean flomditmns, collected over 1997 and 1999
[70]. GENCAS is used to obtain flowfield data. hetCFD simulation, Roe scheme with
a 3rd order MUSCL reconstruction is used for flacalations. I order implicit LUSGS
scheme is used for marching in time. Spalart-Alesa(SA) is used as a turbulence
model. Figure 3.21 shows 2-D CFD mesh used foulsitions. The predicted pressure
distributions are compared with experimental dataFigure 3.22. Predicted pressure
distributions at the bottom surface are in goodeagrent with experiment. Some
differences between the computed and measure peegsiributions are observed near
the trailing edge, but this is expected to playaominor role in the collection efficiency
near the leading edge. The effect of first celtatise from airfoil surface is examined.

Marginal difference is seen among results.

Figure 3.21: 2-D Grid for MS317 Airfoil [ 193 x 5
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Figure 3.22: Comparison of Pressure DistributianM&317 Airfoil.

The effect of median volumetric diameter (MVD) aollection efficiency is
investigated. The icing test conditions are givenTable 3.2. The effect of first cell
distance normalized by chord length was also ingattd because the droplet solver
updated the values at boundary by using the valtifisst inner cell. It is found that the
collection efficiency is relatively insensitive the normal height of the first row of cells
over the wall. It is expected that the deviatiotha flowfield between present simulation
and the test data would only have a negligible ctffen the collection efficiency
distribution around the leading edge. In the expent, collection efficiency was
measured for O and 8 degree of angle of attackviwvids of 11.5, 21, and 9in.

Table 3.2: Test Conditions for MS317 Airfoll

Parameter Value
Chord (m) 0.914
U,, (m/sec) 78.66
Re (Million) 4.83
AOA (Degree) 0/8
MVD (um) 11.5/21.0/92.0
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Figure 3.23 and 3.24 present the comparison dl loopingement efficiency
distributions between present prediction and memsant according to different value of
MVD at 0° and 8°. The x-axis (surface distancehasmalized by airfoil chord length.
The positive values correspond to the lower surfafcéhe airfoil. The peak value of
collection efficiency increases with MVD size. Fam angle of attack of 0°, the laser
system shows higher impingement efficiency valuesrnthe region of maximum
impingement efficiency. In Ref. 70, the reason tfus discrepancy is explained. It was
attributed to a small level of dye penetration itite blotter. In the present simulation, the
impingement limits are under-predicted except lher @2um case for which the predicted
collection efficiency is considerably higher ance tbeak value is greater than the
measurement. A similar over-prediction is seerhm results from LEWICE in Ref. 70.
Possible reasons for these large differences batwerulation and experiment was
investigated in Ref. 70. One of the cited reasoas the errors associated with measuring
MVD for the 92-94um cases. Another plausible reason is droplet spplgstnd breakup.

Additional studies were performed for this teshdition and it was found that
droplet splashing and breakup occurs near theilaiefading edge region. For the high
angle of attack case, the location of peak valuedlfection efficiency was shifted
downstream on the lower surface of the airfoil. @ation results are shifted to the left
with respect to the experimental data, if the argflattack is not corrected for wall
effects.

The effect of first cell distance on collectiorfigéncy is investigated in Figure
3.23-b). Marginal difference in collection efficienis observed. The effect of droplet
splashing is investigated in Figures 3.23-c) ang4-8). An improvement in the

prediction is seen when the collection efficieneynodified to account for splashing.
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Oscillating 2-D Airfoil

Collection efficiency calculations have been perfed for an oscillating SC2110
airfoil and comparisons with LEWICE have been maide airfoil has a chord length of
0.381m, and operates at a freestream Mach numb@®@a08. Unsteady flowfield data
for each angle of attack were obtained using aim@eref OVERFLOW. Figure 3.25
shows O-type 2-D CFD mesh used for simulations.

The simulations employ a nominal MVD size of #8. The collection efficiency
is computed for -1, -0.75, 0.15, 5, 8.53 and 1lreleg of angle of attack. Comparisons of
collection efficiency between the present simulatimd LEWICE for oscillating SC2110
airfoil are presented in Figure 3.26 at severallem@f attack. The present Eulerian
approach shows a spatial distribution of collectedficiency similar to LEWICE. The
peak values from the two approaches are in reagora@oeement. It is found that the
present Eulerian simulation shows a wider surfaggon with significant collection of

water droplets compared to the Lagrangian simuiatio

N

Figure 3.25: 2-D Grid for SC2110 Airfoil [ 497 x 65
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3.2.2 3-D Wing case

In an effort to assess the suitability of the présapproach for 3-D configurations,
collection efficiency simulations have been doneadswept tail made of NACA64A008
sections. This configuration was chosen becausthefavailability of collection and
pressure distributions data at various mean flomditmns, collected over 1997 and 1999
[70]. GENCAS is used to obtain flowfield data. hetCFD simulation, Roe scheme with
a 3rd order MUSCL reconstruction is used for flacalations. I order implicit LUSGS
scheme is used for marching in time. Spalart-Alesa(SA) is used as a turbulence
model. Figure 3.23 shows 3-D CFD mesh used foulgitions. It is a C-H grid with 385
points in the wrap-around direction, 84 pointshia spanwise direction, and 69 points in
the normal direction. The icing test conditions gieen in Table 3.3The predicted
pressure distributions are compared with experiaiafdta in Figure 3.28 and are in good

agreement with experiment.
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Figure 3.27: 3-D Grid for NACA64A008 Swept Tail Vgirh 385 x 84 x 69 ].
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Table 3.3: Test Conditions for NACA64A008 SweptITai

Parameter Value
U, (m/sec) 78.66
Re (Million) 5.03
AOA (Degree) 0/6
MVD (um) 11.5/21.0

o= 0 deg, M=0.23, Re = 5.03 million

. Experiment {A.0.A =0deg.)
Present (GENCAS)

a) AoA = 0 deg.

L ] Experiment {Inboard)
25k ¥  Experiment {Outboard)

" Present (GENCAS upper, inboard)
Present (GENCAS bottom, inboard)
= = = Present (SENCAS upper, outboard)
2k — =— = Present (GENCAS bottom, outboard)

b) AoA = 6 deg.
Figure 3.28: Comparison of Pressure DistributianNN®CA64A008 Swept Tail Section.
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Figure 3.29 and 3.30 present the comparison dl loopingement efficiency
distributions between present prediction and memsant according to different value of
MVD at 0° and 6°. The x-axis (surface distancehasmalized by airfoil chord length.
The positive values correspond to the lower surtddée tail section. The peak value of
collection efficiency is found to increase with M\dire. For an angle of attack of 0°, the
peak values of collection efficiency are under-prtedl. One of reason for this may be
due to the first order scheme applied for the cotiwe term of governing equations.
High order approximation may improve this. For thigh angle of attack case, the
location of peak value of collection efficiency wakifted downstream on the lower
surface of the airfoil. Simulation results are wddf to the left with respect to the

experimental data.
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_ O Test Data (Laser System)
Present

09F — — — — —

Local Impingement Efficiency (j3)

_ @] Test Data {Laser System)
Present

09F — — - — -

Local Impingement Efficiency (3)

b) MVD=21

Figure 3.29: Comparison of Collection efficiency fdACA64A008 Swept Tail Section

at Zero Degrees Angle of Attack.
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09F — —— — —

_ @] Test Data (Laser System)
Present

Local Impingement Efficiency ([3)

-005 0. 0 002 005 0075 0.1
Surface Distance from Highlight

Figure 3.30: Comparison of Collection efficiency ACA64A008 Swept Tail Section
at 6 Degrees Angle of Attack (MVD=21).
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3.3 Validation of Ice Accretion Module

In this section, a number of ice accretion simaret are presented to demonstrate
the capabilities of developed ice accretion modGlemparisons with industry-standard
Lagrangian approaches found in LEWICE are also show
3.3.1 Rime Ice
NASA27

In order to validate the ice accretion module,8ation results are compared with
experimental ice shape [85] over a NACA0012 airféll specific condition called
NASA27 has been modeled using the present suiteat$. Table 3.4 shows the flow
conditions, closer to rime ice conditions. GENCASused to obtain flow field data. In
the CFD simulation, Roe scheme with a 3rd order K@U$econstruction is used for flux
calculations. A temporally first order implicit LS scheme is used for marching in
time. Spalart-Allmaras (SA) is used to compute eddygosity distributions. A structured
C-type mesh (397 x 101) is used.

During the ice accretion phase of the simulat@multi-step approach is used
with a time step of 120.0 sec. Figure 3.31 shoves dbmputed ice shape. LEWICE
means a stand-alone mode simulation. Simulatioh teé Extended Messinger model
uses data from CFD simulation and Eulerian drogileiulation in order to calculate ice
growth. While LEWICE shows under-prediction of tmeximum ice thickness, Extended

Messinger model over-predicted ice thickness resadihg edge.
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Table 3.4: Test Conditions for NASA27

Parameter Value
Air speed (m/sec) 58.1
Angle of Attack (Deg.) 4.0
LWC (g/n7) 1.3
MVD (um) 20
Temperature (K) 245.35
Time (min) 6
Chord (m) 0.53
0.1
Clean
0 Experiment
0.075 - ——— LEWICE
—— Extended Messinger
0.05 |-
E oo}
-
) =
O
-0.025 °
1 1 1 1 1 1 1 1

-O'Q%.OS -0025 0 0025 005 0075 01 0125 0156
x (m)

Figure 3.31: Predicted Ice Shape for NACA0012 (NRIA
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Run404

As a second validation, ice accretion simulatibase been done for a specific
condition called Run404. Present results are coaaptar numerical results obtained with
LEWICE and experimental results [86]. Table 3.5vehdhe flow conditions, closer to
rime ice conditions. GENCAS is used to obtain flbeld data. In the CFD simulation,
sane solver options used in NASA27case are usestrudtured C-type mesh (483 x 121)
is used.

During the ice accretion phase of the simulat@mmulti-step approach is used
with a time step of 60.0 sec. Figure 3.32 showsctiraputed ice shape. Three different
simulations are performed. LEWICE means a standeatoode simulation (case 1). The
other two cases use data from CFD simulation areran droplet simulation in order to
calculate ice growth. LEWICE (case 2) and ice aammecode using the extended
Messinger model (case 3) are used. Case 1 showes ioavthickness on the upper part of
the airfoil. Case 2 and 3 predict almost identibalits of impact and match the
experiments on the suction side of the airfoil. duiekness,however, are under-predicted
by both codes on the pressure side of the ai@@be 1 and 2 match the experiment near
leading edge. While case 3 predicted ice thickmesthe upper part of the airfoil fairly

well, ice thickness near leading edge is over-mtedi
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Table 3.5: Test Conditions for Run404

Parameter Value
Air speed (m/sec) 102.8
Angle of Attack (Deg.) 3.2
LWC (g/n7) 0.55
MVD (pm) 20
Temperature (K) 256.49
Time (min) 7
Chord (in) 21

a Experiment
Clean airfoil
—s=—— LEWICE (Potential)

Present (GENCAS, Eulerian, LEWICE)

Figure 3.32: Predicted Ice Shape for NACA0012 (R4
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Ice Accretion for Model Rotor Icing

Ice growth simulations have been done for a modtr blade [20] tested in
NASA Lewis Icing Research Tunnel (IRT). The modstor blade is designed and built
by McDonnell Douglas Helicopter Company using moldsich were constructed by
Sikorsky Aircraft. The rotor radius is 3 ft, cholehgth is 4.9 in, and has rectangular
blade with NACAO0012 airfoil with -10 deg. of linedwist.

A similar averaging technique used in Ref. 20ngyed in the present study.
Korkan [87] developed a technique which simplifesthlysis of a helicopter main rotor
in forward flight with a rime ice accretion. In cant simulations, The local angle of
attack at the radial location of interest was agedaazimuthally. The local velocity is
taken to be the rotational velocity at the spedifiadial location. This is, in effect, the
averaged velocity. These averaged quantities aesl @s inputs for ice accretion
simulation.

Ice accretion simulations have been done for aiipeondition called Run34.
Present results are compared to numerical resubtsined with LEWICE and
experimental results from Ref. 20 and icing testhat Penn State University. For same
icing conditions, wind tunnel tests have been donéhe Adverse Environment Rotor
Test Stand Facility (AERTS) at the Penn State Usitye Table 3.6 shows the flow
conditions, closer to rime ice conditions. GENCASused to obtain flow field data. In
the CFD simulation, Roe scheme with a 3rd order KBU®econstruction is used for flux
calculations. A temporally first order implicit LWUES scheme is used for marching in
time. Spalart-Allmaras (SA) is used to compute eddygosity distributions. A structured
C-type mesh (483 x 121) is used.

During the ice accretion phase of the simulatersingle-step approach is used
due to the relatively short spray time. Figure 33B8ws the computed ice shape. Three
different simulations are performed. LEWICE meanstand-alone mode simulation

(case 1). The other two cases use data from CFDlaiion and Eulerian droplet
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simulation in order to calculate ice growth. LEWIG€&ase 2) and ice accretion code
using the extended Messinger model (case 3) amd édlesimulations show an under-
prediction of ice thickness near stagnation poMitsimulations predict almost identical
limits of impact and match the experiments on thetisn side of the airfoil. Ice
thickness , however, is under-predicted by bothesamh the pressure side of the airfoil.
The limits of impact is over-predicted on the lowearface of the airfoil.

Ice accretion simulations have been done for athan condition called Run4l.
Present results are compared to numerical resubtsined with LEWICE and
experimental results from Ref. 20 and icing testhat Penn State University. Table 3.7
shows the flow conditions, closer to rime ice ctiodis. GENCAS is used to obtain flow
field data. Same size of mesh (483 x 121) and Célizes options used in Run 34 case
are used.

During the ice accretion phase of the simulat@multi-step approach is used
with a time step of 35.0 sec. Figure 3.34 showsctiraputed ice shape. Three different
simulations are performed. LEWICE means a standeafoode simulation (case 1). The
other two cases use data from CFD simulation anérian droplet simulation in order to
calculate ice growth. LEWICE (case 2) and ice aammecode using the extended
Messinger model (case 3) are used. Case 1 and2csisew an under-prediction of ice
thickness near stagnation point. Case 3 matchesexperiments fairly well near
stagnation point. As seen in Run34 cases, all sitimuls predict almost identical limits of
impact and match the experiments on the upper sfidihe airfoil. Ice thickness is
captured well by both codes on the pressure siddeofairfoil. However, the limits of

impact is over-predicted on the lower surface efahfoil.
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Table 3.6: Test Conditions for Run34

Parameter Value
Air speed (m/sec) 65.4
Angle of Attack (Deg.) 3.7
LWC (g/n7) 0.46
MVD (um) 28
Temperature (K) 258.45
Time (sec) 44
Chord (in) 4.9

o Experiment
& Experiment (AERTS)
Clean airfoil

———=—— LEWICE (Potential)
Present (GENCAS, Eulerian, LEWICE)
Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.33: Predicted Ice Shape for a Model R@Ron34).
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Table 3.7: Test Conditions for Run41

Parameter Value
Air speed (m/sec) 56.2
Angle of Attack (Deg.) 3.5
LWC (g/n7) 0.44
MVD (um) 28
Temperature (K) 257.75
Time (sec) 70
Chord (in) 4.9

o Experiment
& Experiment (AERTS)
Clean airfoil

——s=—— LEWICE (Potential)
Present (GENCAS, Eulerian, LEWICE)
Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.34: Predicted Ice Shape for a Model R@Romn41).
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3.3.2 Glaze Ice

In this section, several ice accretion simulatians presented with the classical
and extended Messinger models for glaze ice aoaeBecause all of the impinging
water do not freeze and the remaining water runsal@ing the surface and freeze
somewhat downstream, ice growth process is comptxther understanding and
improvement for this glaze ice accretion are stifjuired.

NASA30

In order to validate the ice accretion module,8ation results are compared with
experimental ice shape [85] over a NACA0012 airfédl specific condition called
NASA30 has been modeled using the present suiteat$. Table 3.8 shows the flow
conditions, closer to glaze ice conditions. Thevfloconditions are same with NASA27
(rime ice) except temperature. GENCAS is used tainflow field data. In the CFD
simulation, Roe scheme with a 3rd order MUSCL retaetion is used for flux
calculations. A temporally first order implicit L& scheme is used for marching in
time. Spalart-Allmaras (SA) is used to compute eddygosity distributions. A structured
C-type mesh (397 x 101) is used.

During the ice accretion phase of the simulat@multi-step approach is used
with a time step of 120.0 sec. Figure 3.35 shoves dbmputed ice shape. LEWICE
means a stand-alone mode simulation. Simulatioh teé Extended Messinger model
uses data from CFD simulation and Eulerian drogil@ulation in order to calculate ice
growth. LEWICE shows under-prediction of the maximice thickness and the location
of upper horn is shifted to downstream. While theéeBded Messinger model predicted
ice thickness near leading edge fairly well, theateon of upper horn is shifted to

upstream.

91

www.manaraa.com



Table 3.8: Test Conditions for NASA30

Parameter Value
Air speed (m/sec) 58.1
Angle of Attack (Deg.) 4.0
LWC (g/n7) 1.3
MVD (um) 20
Temperature (K) 289.85
Time (min) 6
Chord (m) 0.53
0.1
Clean
0 Experiment
0.075 ———— LEWICE
———— Extended Messinger
0.05 |-
Epo2s |
-
] =
-0.025
1 1 1 1 1 1 1 1

-0'0-%.05 -0025 0 0025 005 0075 01 04125 015 0175
x (m)

Figure 3.35: Predicted Ice Shape for NACA0012 (NBSA
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Run308

Reference 86 contains a rich set of validationadar ice accretion over a
NACAO0012 airfoil. A specific condition called rur@08 has been modeled using the
present suite of tools. Table 3.9 shows the flondttions, closer to glaze ice conditions.
GENCAS is used to obtain flow field data. In theBC&imulation, Roe scheme with a 3rd
order MUSCL reconstruction is used for flux calcidas. A temporally first order
implicit LUSGS scheme is used for marching in tirBpalart-Allmaras (SA) is used to
compute eddy viscosity distributions. A structut2dype mesh (397 x 101) is used.

During the ice accretion phase of the simulat@mmulti-step approach is used
with a time step of 57.75 sec. Figure 3.36 shdwscomputed ice shape. Three different
simulations are performed. LEWICE means a standeatoode simulation (case 1). The
other two cases use data from CFD simulation anérian droplet simulation in order to
calculate ice growth. LEWICE (case 2) and ice aammecode using the extended
Messinger model (case 3) are used. All simulatslrey an under-prediction of the horn
shape formed over the upper part of the airfoithéligh case 1 and 2 show good
agreement near the stagnation point, the locatiarpper horn is shifted to downstream.
While case 3 predicted the location of upper hairlyf well, ice thickness near leading

edge is over-predicted.
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Table 3.9: Test Conditions for Run308

Parameter Value
Air speed (m/sec) 102.8
Angle of Attack (Deg.) 3.5
LWC (g/n7) 1.0
MVD (pm) 20
Temperature (K) 262.04
Time (min) 3.85
Chord (m) 0.5334

Experiment
Clean airfoil
LEWICE {Potential)
Present (GENCAS, Eulerian, LEWICE)
Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.36: Predicted Ice Shape for NACA0012 (R#)3
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Business Jet Airfoil

Ice accretion with a business jet airfoil with lecachord also has been modeled
using the present suite of tools. Table 3.10 shibw<low conditions, closer to glaze ice
conditions. GENCAS is used to obtain flow field @laBame size of mesh (397 x 101)
and CFD solver options used in Run 308 case axk iseing the ice accretion phase of
the simulation, a multi-step approach is used wittime step of 13.2 sec. Geometry
smoothing is applied for CFD simulation.

Figure 3.37 shows the computed ice shape. Thr#eraht simulations are
performed. LEWICE means a stand-alone mode sinondtiase 1). The other two cases
use data from CFD simulation and Eulerian dropietutation in order to calculate ice
growth. LEWICE (case 2) and ice accretion code gisire extended Messinger model
(case 3) are used. Case 3 predicted the locatidrthackness of upper and lower horn

fairly well.
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Table 3.10: Test Conditions for a Business Jetollirf

Parameter Value
Air speed (m/sec) 136.86
Angle of Attack (Deg.) 0
LWC (g/n7) 1.42
MVD (pm) 27.3
Temperature (K) 252.4
Time (sec) 66
Chord (m) 0.3048

Experiment
Clean airfoil

LEWICE (Potential)

Present (GENCAS, Eulerian, LEWICE)

Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.37: Predicted Ice Shape for Business FédilA
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Arnold Engineering Development Center (AEDC) caseb

Reference 88 contains several validation dataceaccretion over a NACA0012
airfoil. One of conditions called case5 has beedeterl using the present suite of tools.
Table 3.11 shows the flow conditions, closer tozgléce conditions. For same icing
conditions, wind tunnel tests also have been dorka Adverse Environment Rotor Test
Stand Facility (AERTS) at the Penn State UniverdB¥sNCAS is used to obtain flow
field data. Same size of mesh (397 x 101) and &slizer options used in Run 308 case
are used.

During the ice accretion phase of the simulat@mmulti-step approach is used
with a time step of 60 sec. Figure 3.38 showscttraputed ice shape. Three different
simulations are performed. LEWICE means a standeatoode simulation (case 1). The
other two cases use data from CFD simulation anérian droplet simulation in order to
calculate ice growth. LEWICE (case 2) and ice aammecode using the extended
Messinger model (case 3) are used. Case 1 and2cakew similar ice shape. The
maximum ice thickness at leading edge is underigteli Case 3 (ice accretion code
using the Extended Messinger model) shows a quitereht ice shape compared to

LEWICE and the maximum ice thickness at leadingeadgver-predicted.
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Table 3.11: Test Conditions for a AEDC caseb

Parameter Value
Air speed (m/sec) 67.1
Angle of Attack (Deg.) 0
LWC (g/n7) 0.92
MVD (pm) 26
Temperature (K) 262.05
Time (min) 4
Chord (m) 0.267
Scaling Yes (1/2)

o Experiment (AEDC scaling)

Clean airfoil
LEWICE (Potential)

Present (GENCAS, Eulerian, LEWICE)

—a—— Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.38: Predicted Ice Shape for AEDC Caseb.

98

www.manaraa.com



112Feo

Reference 89 contains several validation dataceaccretion over a NACA0012
airfoil. One of conditions called 112Feo has beendleted using the present suite of tools.
Table 3.12 shows the flow conditions, closer tozgléce conditions. For same icing
conditions, wind tunnel tests also have been dorka Adverse Environment Rotor Test
Stand Facility (AERTS) at the Penn State UniverdB¥£NCAS is used to obtain flow
field data. Same size of mesh (397 x 101) and &#lizer options used in Run 308 case
are used.

During the ice accretion phase of the simulat@mmulti-step approach is used
with a time step of 60 sec. Figure 3.39 showscttraputed ice shape. Three different
simulations are performed. LEWICE means a standeatoode simulation (case 1). The
other two cases use data from CFD simulation anérian droplet simulation in order to
calculate ice growth. LEWICE (case 2) and ice aammecode using the extended
Messinger model (case 3) are used. Case 1 and®cdsav similar ice shape as seen in
AEDC case 5. The maximum ice thickness at leaddgges also under-predicted. Case
3 shows a quite different ice shape compared to IEEAaNd the maximum ice thickness

at leading edge is over-predicted.
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Table 3.12: Test Conditions for a 112Feo

Parameter Value
Air speed (m/sec) 56.9
Angle of Attack (Deg.) 0
LWC (g/n7) 0.96
MVD (pm) 27
Temperature (K) 264.95
Time (min) 4.2
Chord (m) 0.267
Scaling No

Experiment (AERTS)

— Clean airfoil

——— L EWICE (Potential)

Present (GENCAS, Eulerian, LEWICE)

— Present (GENCAS, Eulerian, Extended Messinger)

Figure 3.39: Predicted Ice Shape for 112Feo.
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CHAPTER 4
NUMERICAL SIMULATION OF ICE ACCRETION ON 3-D ROTOR

BLADE

In this section, selected results of numerical agberimental studies for
rotorcraft icing phenomena are presented. Extensitor blade ice tests have been done
in NASA Glenn’s Icing Research Tunnel (IRT) in Sapber 2013 [90-92]. In the present
study, ice growth simulations have been performed some of the numerous test
conditions.

The model rotor is a production of Bell Helicoptdodel 206B tail rotor blade
with heater blankets bonded to the blade surfalse.rdtor is a two-bladed teetering rotor
with as3 of 45°. The rotor radius is 32.6", a chord of’®Bd has rectangular blade with
NACAO0012 airfoil.

4.1 Coupled CFD/Flapping Dynamics Analysis

In current study, the blade motion (flapping apgéeobtained from the coupled
CFD / Flapping Dynamics analysis for clean rotdapping angles of blade are estimated
after every coupled CFD iteration until the hul eoid pitching moments are removed.
Initial blade motion is estimated analytically bsing harmonic balance approach.

Figure 4.1 shows flowchart of the CFD / FlappingnBmics analysis. The
process is represented by the following steps:

1. Perform classical linear aerodynamics calculatidastimate initiaB3o, f1c andpis
from harmonic balance approach. Use the estimdtapping angles to create a
blade motion file for CFD analysis.

2. Perform CFD analysis (Iteration-0). Obtain sectldifal’ cep as a function of
azimuth and radial location. Typically, CFD sol@ormally save (M2 Thus, L’

is simply %2 *r*c * 32 * C,M?.
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3. Compute the pitching and rolling moments at the hsing the CFD data. It will
have the units of force times distance, e.g. lbf.ft
4. If the flapping angles are exact, the hub momermtslavbe zero.

— In reality, when the CFD airloads are fed into thement terms on the
right hand side of the flapping dynamics equatighs, hub moments (or
the sin and cosine components) won't go to zeraesithe flapping
dynamics is based on linear aerodynamics. We reedrtectf;. andpis
to account for the imbalance in the rolling anctipihg moments at the
hub that the use of CFD has produced.

5. Expand the azimuthally averaged,sMg and Miching at the hub, which are
functions off;c andf1s about the current best estimates for these twottjiesn

plus a ‘delta’ quantity.

M Rotting (Bic: Bis) = M Rolling (ﬂfcu"em‘guaSS + 0B, BTN +Aﬂ)= 0

(4.1)
M Pitch(lglcn[%.s) =M - ({[%-crurrent_guesﬁ + Aﬁ’ﬁccurrent_guess +A,[3’): 0

6. Expand the above two equations about the curreasgydor b. and Qs The

equation below may be inverted to §@t. andApis.

oM roll oM roll
JAY M
6[3|ﬂl-c 0ps { IB.LC}:_ roll (42)
pitch  OMpjten || ABys Mpitch | orp
0B s
where,
OM g 2[ 2]
ol = —pQ2l- 2+ 42|/32
By n U
Mg _ 2[ 2]
— 0 = Q2+ 31~ (/32
B n U
oM pitch - ”92[24',“2]/32
0B
oM pitch - ”92[24',“2]/32
0B

| = single blade moment of inertia,

Q = angular velocity in radians/sec
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7. We add thé\ 1. andA f 15 to our most recent estimatesf 1c andg 1.
8. Repeat steps-3 until the hub roll and pitching moments all gaztro
Blade motion for clean rotor is used in the subsetjice accretion and iced rof

performance prediction analy.

* Assuming simplified aerodynamics
» Estimate initial flapping angle from harmonic balance method

~
s Obtain sectional lift (L as a function of azimuth and radial location
ﬁ { CFD]
J
~\

» Compute the pitching and rolling moments at the hub using the CFD data

‘ * Add the A 8 ;. and A 8 ,, to our most recent estimates of 6, and 6 |,

Figure4.1 Flowchart of the CFD Flapping Dynamic/Analysis.
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4.2 Clean Rotor Performance Prediction

Before the ice accretion simulation, performancedictions for clean rotor
(called Run84) have been done to validate the @ou@FD / Flapping Dynamics
method. Run 84 [90-92] represents a dry air tasafeweep of collective pitch angles 0°,
2°, 5°, 8°, and 10° with each angle sustained fourad 20 seconds. The tunnel was run
at an ambient temperature of -10° C (14° F) anét§0The blade motion (flapping angle)
is computed from a coupled CFD / Flapping Dynaraitalysis of the clean rotor.

Figure 4.2 shows 3-D CFD grids used for simufstioA C-H grid with 131
points in the wrap-around direction, 70 radial gvmints on the blade, and 45 points in
the normal direction was additionally generatechgsan in-house grid generator. For
solutions presented in this paper, the Roe upwimd] order accurate scheme with the
Spalart-Allmaras Detached Eddy Simulation (SA-DES8pulence model is used. The
predicted thrust and power are compared with medsualues in Figure 4.3. While the
predicted results are not exactly equivalent to ekperiment, the consistent trend in

thrust and power validates the Coupled CFD / Flagpplynamics method.
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Figure 4.2: Bell Tail Rotor Blade Grid System ( 23Z0 x 45).
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Experiment l
GT-Hybrid (CleanRotor) |  }
®
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a) Thrust
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Figure 4.3: Comparison of Clean Rotor PerformarnRar{84 ).
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4.3 Ice Shape Prediction

4.3.1 Hover

Ice accretion tests for hovering rotor have bemmedn the Adverse Environment
Rotor Test Stand Facility at the Penn State Uniye[83]. Figure 4.4 shows the Adverse
Environment Rotor Test Stand Facility (AERTS) ancraple of ice accretion shape.
The accreted ice shapes formed on truncated hédicoptor blades were hand traced at
multiple locations along the span of the rotor.tlA tip of the blades, ice shapes were
photographed and digitized.

Ice growth simulations have been performed for ainthe test conditions, called Test4.

Table 4.1 shows the corresponding test conditidime rotor tested in the Penn State
facility is a two-bladed teetering rotor. The rot@s a rectangular planform, and is made
of NACA 0015 airfoil sections. The radius is 46hdathe chord is 6.8".

A C-H grid, 131 (chordwise) x 70(spanwise) x 4®or¢nal), was used for flow
field prediction. The predicted flow field soluti® from GT-Hybrid were fed into the
present Eulerian droplet model and the ice acerasosubsequently computed. Figure
4.5 shows the comparison of predicted ice shapeyubkie Extended Messinger model at
the blade tip. The Extended Messinger model diebaanably good job of predicting the
ice shape at the nose, but the ice was thicker éxgected downstream of the nose

region.
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a) AERTS Configuration

b) Ice shape on Rotor Blade

Figure 4.4: Photograph of AERTS Facility and Exaengil Ice Accretion Shape.
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Table 4.1: Test Conditions for Test4 (AERTS at PState)

Parameter Value
Flight condition Hover
Collective (Deg.) 0
LWC (g/n7) 2.5
MVD (pm) 20
Temperature (K) 263.15
Time (min) 1

m Experiment
Clean
Extended Messinger

Figure 4.5: Comparisons of Ice Shape for Test4 (A&ERt Penn State).
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4.3.2 Forward Flight
Run53

Extensive rotor blade ice tests have been doMABSA Glenn’s Icing Research
Tunnel (IRT) in September 2013 [90-92]. One of wmtditions, Run53, is selected as a
baseline case. Table 4.2 shows the correspondstgctenditions. The blade motion
(flapping angle) is computed from a coupled CFOapping Dynamics analysis of the
clean rotor. Comparison of blade motion for Run3®wxperiment is seen in Figure 4.6.
The maximum difference between predicted and measemt is within 1 degree.

The predicted flow field solutions from CFD simiida (GT-Hybrid) were fed
into an Eulerian droplet model and the two ice efien codes in order to get the ice
shape. A multi-step approach is used with a tirep sf 45 sec. The ice was accreted at
four different azimuthal location&(= 0°, 90°, 180°, 270°). Unsteady flow field data f
the clean rotor was used to compute the colle@fboiencies at each azimuthal location.
Figure 4.7 through 4.8 shows predicted ice shapm footh approaches at the selected
radial locations 37% R, 50% R, 61% R, 74% R, an%h 8, and 98% R. Ice shapes
predicted from both approach are smooth and roundeadginal difference in ice shape
is seen at the inboard between LEWICE and Extemdessinger model. Predicted ice
shapes from both approaches are close to expeairnieatshape at the inboard region.
Ice shapes start to differ towards blade tip. TheeBded Messinger model predicts
thicker ice near the leading edge of airfoil. Thredicted maximum ice thickness from
the Extended Messinger model is closer to expeirimEne effect of time step was
investigated. Figure 4.9 shows predicted ice shfapm 8 time steps. Eight data
exchanges were made between GT-Hybrid and ExterMessinger model when
predicting the ice growth. Marginal difference isea for the predicted ice shapes

compared to those predicted from 4 time step case.
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Table 4.2: Test Conditions for Run53 (NASA GleniRY)

Parameter Value
Forward Velocity (knot) 60

RPM 1200
Collective (Deg.) 2
LWC (g/n7) 0.5
MVD (um) 15

Temperature (K) 263.15

Time (min) 3

+ Run 53- Prespray
Run 53 - Spay

—Fit
-~ Coupled CFD/ Flapping

Flapping

180 270 360
Azimuth (deg)

Figure 4.6: Comparison of Blade Flapping AngleRam 53.
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Eell Tail Rotor
Y= B0 knots, MR = 1200 RPM, T_ = 14°F, Collective = 2°, Shaft Tilt = -5°
LWC =05 g/m®, Drop = 15 um, Duration = 180 seconds

Black : Clean
Blue : Experiment
Red :LEWICE

Figure 4.7: Comparison of Ice Shape for Run 53 (LER/ 4 steps).
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Eell Tail Rotor
V_=6B0knots, MR = 1200 RPM, T_ = 14°F, Collective = 2°, Shaft Tilt = -5°
LWC =05 g/m®, Drop = 15 um, Duration = 180 seconds

Elack : Clean
Blue : Experiment
Fed : Extended Messinger Model

Figure 4.8: Comparison of Ice Shape for Run 53€kated Messinger Model, 4 steps).
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Eell Tail Rotor
Y= B0 knots, MR = 1200 RPM, T_ = 14°F, Collective = 2°, Shaft Tilt = -5°
LWC =05 g/m®, Drop = 15 um, Duration = 180 seconds

Black : Clean
Blue : Experiment
Red : Extended Messinger Model

Figure 4.9: Comparison of Ice Shape for Run 53€Raéed Messinger Model, 8 steps).
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Run54

Ice accretion simulations were done for anothst t®ndition, called Run54.
Table 4.3 shows the corresponding test conditibosthis case, rotational speed of blade
and collective pitch angle are higher than Run®Bpiesent study, effect of various
factors such as blade motion and kinetic heatingg@mccretion simulation are examined.
For all simulations, four data exchanges were nimdeeen GT-Hybrid and LEWICE /
Extended Messinger model when predicting the icavtr. Figure 4.10 through Figure
4.13 contain comparisons of experimental ice anedipted ice for many of the
conditions simulated. As seen in simulations fon&2; predicted ice shapes from both
approaches are close to experimental ice shagee ahboard region. Ice shapes start to
differ towards blade tip. For the effect of bladetimn (Figure 4.12), there is marginal
difference in predicted ice shape. In order tostder kinetic heating effect, surface
temperature from GT-Hybrid (Figure 4.14) was fetbithe Extended Messinger model.
As seen in Figure 4.11, the ice thickness neareblgdis over-predicted without kinetic
heating effect. By considering kinetic heating efféemprovement on prediction of ice

shape is seen in Figure 4.13.

Table 4.3: Test Conditions for Run54 (NASA GleniRY)

Parameter Value
Forward Velocity (knot) 60
RPM 2100
Collective (Deg.) 8
LWC (g/n7) 0.5
MVD (pm) 15
Temperature (K) 263.15
Time (min) 1
114

www.manaraa.com



Eell Tail Rotor
Y= B0 knots, MR = 2100 RPM, T_ = 14°F, Collective = §°, Shaft Tilt = -5°
LW C = 0.5 a/m®, Drop = 15 um, Duration = 60 seconds

Black : Clean
Blue : Experiment
Red :LEWICE

r=12" =16
=20 r= 2
r=2za" =32

Figure 4.10: Comparison of Ice Shape for Run 5A{LEE).
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Eell Tail Rotor
Y= B0 knots, MR = 2100 RPM, T_ = 14°F, Collective = §°, Shaft Tilt = -5°
LW = 0.5 g/m® Drop = 15 pm, Duration = 80 seconds

Black : Clean
Blue :Experiment
Red : Extended Messinger Model

Figure 4.11: Comparison of Ice Shape for Run 54dicked Messinger Model).
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Eell Tail Rotor
Y= B0 knots, MR = 2100 RPM, T_ = 14°F, Collective = §°, Shaft Tilt = -5°
LW C = 0.5 a/m®, Drop = 15 um, Duration = 60 seconds

Black : Clean
Blue :Experiment
Red : Extended Messinger Model

r=1 =16
=20 r=2q
r=2g" =3

Figure 4.12: Comparison of Ice Shape for Run 54tdioked Messinger Model, using

measured flapping angle).
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Eell Taill Rotar
V= 60knots, NR = 2100 RFM, T_ = 14°F, Collective = 8°, Shaft Tilt = -5°
LWC = 0.5 g/m®, Drop = 15 um, Duration = 60 seconds

Black : Clean
Blue :Experiment
Red : Extended Messinger Model

Figure 4.13: Comparison of Ice Shape for Run 54tdatked Messinger Model,

considering kinetic heating effect).
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=180 Deg.

V=270 Deqg.

Figure 4.14: Predicted Blade Surface Temperatugribution at Different Azimuth

Locations from GT-Hybrid.
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4.4 Degraded Performance Prediction

4.4.1 Run53

Performance predictions for clean rotor, measaed predicted ice shape from
the Extended Messinger model have been done tstigaée the effect of ice formation
on rotor performance. The grid density for the cleator and iced rotor simulations are
comparable, with the same number of nodes in thepiaround, normal, and radial
directions with comparable grid spacings. Otheriomst (temporal and spatial
discretization, turbulence models) were also képt4ame in the clean and iced rotor
simulations. Predicted thrust and power of cleagasured and predicted iced rotor have
also been compared with measured values (unpubldéiz). The power of iced blade is
increased by 35% and thrust is decreased by 16%am@uh to clean rotor. The computed
and measured thrust values are in reasonable agnéefhe predicted power is much
lower than experiment. One of possible reasonHsr discrepancy is the lack of surface
roughness modeling in the CFD solver. The perfooeategradation of the iced rotor
compared to clean rotor is only qualitatively captl Also, the effect of blade motion
(flapping angle) on performance was examined. Eigui5 through Figure 4.20 contain
comparison of sectional loads. Blade motion affectsre sectional normal force
distributions than sectional chordwise force dmttions. For iced blade, significant
increase of sectional chordwise force at advansidg is seen compared to clean rotor

case.
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-0.002
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‘¥=270Deg w=90 Deg
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Figure 4.15: Comparison of Sectional Normal Forgstriibutions for using Measured
Flapping Motion (Upper) and using Predicted Flagpmotion (Lower), Run53 (Clean
Rotor).
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‘W=270 Deg w=90 Deg
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Figure 4.16: Comparison of Sectional Chordwise Edstributions for using Measured

Flapping Motion (upper) and using Predicted Flagpihotion (lower) , Run53 (Clean

Rotor).
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Figure 4.17: Comparison of Sectional Normal Forgstributions for using Measured
Flapping Motion (Upper) and using Predicted FlagpiMotion (Lower), Run53

(Measured Ice Shape).
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M’C,
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Figure 4.18: Comparison of Sectional Chordwise Edstributions for using Measured
Flapping Motion (upper) and using Predicted FlagpiMotion (Lower) , Run53

(Measured Ice Shape).
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Figure 4.19: Comparison of Sectional Normal Forgstriibutions for using Measured
Flapping Motion (Upper) and using Predicted FlagpiMotion (Lower), Run53
(Predicted Ice Shape).
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Figure 4.20: Comparison of Sectional Chordwise Ed@cstributions for using Measured
Flapping Motion (Upper) and using Predicted Flagpikiotion (Lower) , Run53
(Predicted Ice Shape).
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4.4.2 Run54

Performance predictions for clean rotor and iag#drrhave been done. In present
study, ice shape from measurements is used inefasing predicted ice shape. The grid
density for the clean rotor and iced rotor simwalasi are comparable, with the same
number of nodes in the wrap-around, normal, andkadrections with comparable grid
spacings. Other options (temporal and spatial eiggation, turbulence models) were also
kept the same in the clean and iced rotor simulati®redicted thrust and power of clean
and measured iced rotor have also been comparbdneidsured values. When measured
flapping motion is used in CFD simulation, the povgincreased by 78.6% and thrust is
decreased slightly compared to clean rotor. Theegpaw increased by 32% in case of
using predicted flapping motion. The computed anedasared thrust values are in
reasonable agreement. Like Run53 case, the prddpptsver is much lower than
experiment. This discrepancy may be due to the tdckurface roughness modeling in
the CFD solver and surface smoothing during thehngemneration. The performance
degradation of the iced rotor compared to cleaorreg only qualitatively captured.
Figure 4.21 through Figure 4.24 contain comparisbsectional loads. Unlike Run53,
blade motion affects sectional normal force distitns and sectional chordwise force
distributions. For iced blade, significant increagesectional chordwise force near 180

deg azimuth location is seen compared to cleam oaige.
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Figure 4.21: Comparison of Sectional Normal Forgstriibutions for using Measured

Flapping Motion (Upper) and using Predicted Flagpiwotion (Lower), Run54 (Clean

Rotor).
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Figure 4.22: Comparison of Sectional Chordwise Edstributions for using Measured

Flapping Motion (Upper) and using Predicted Flagphtotion (Lower) , Run54 (Clean

Rotor).
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Figure 4.23: Comparison of Sectional Normal Forgstriibutions for using Measured
Flapping Motion (Upper) and using Predicted FlagpinMotion (Lower),
Run54(Measured Ice Shape).
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Figure 4.24: Comparison of Sectional Chordwise &d@cstributions for using Measured
Flapping Motion (Upper) and using Predicted Flagpikotion (Lower) , Run54

(Measured Ice Shape).
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CHAPTER 5

3-D ROTOR BLADE ICE SHEDDING ANALYSIS

In this section, numerical simulations for 3-D aiotblade ice shedding are

presented. As explained in introduction, ice sieglds one of inherent issues to

helicopter. High centrifugal force on accreteddeeses it to release from the rotor blade.

5.1 Empirical Model for Self-shedding

An empirical model for self-shedding [21] was usedpresent ice shedding

simulations. The following procedure used to deteenthe length of the shed ice and the

time at which shedding occurs:

a. At any specified instant in time, the contact aredume, and mass of the ice are

C.

d.

computed. This is done using the simultaneous iategm of the flow equations,
structural dynamics equations, and the ice aceretguations in time.

The shear stress at the blade surface betweerédhmadss and the blade and the
cohesive stresses exerted on a segment of iceebpdighboring ice mass are
computed. The surface shear stresses are baseunperature and on the rotor
blade surface ,using relationships derived froneexpental data.

The components of the centrifugal, shear, and ¢cefégrce vectors are summed
up, on sections on the rotor blade.

The feasibility of shedding is examined. It is amed that all the ice mass
outboard of a given radial location will be shedthe sum of applied forces
(centrifugal, edge cohesion, and optionally aeragiyic pressure) on the mass of

ice exceeds the adhesion force.
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Ice formed on a blade surface is subjected torakverces, with the most
dominant shown in Figure 5.1. The ice sheddindyarsais done by assuming that the
lift and drag forces are negligible as well as tilade vibratory and flexing loads
compared to centrifugal force. The balance forcehenshedding ice piece only rely on

the centrifugal k..,,), adhesiveK,,;, )and cohesionf,;, ) forces.
Feen = Faan + Feon (5.1)
The centrifugal force is calculated by:
Fren = Myce 7 O (5.2)

The mass of accreted icaf..) is obtained by:
(5.3)
Mice = Volice Pice
One of important parameter in ice shedding angligsthe ice density. In current
study, the Laforte [94] empirical equation, whishbased on ice accretion on a rotating
cylinder, is used. This equation is valid when #ie temperature is lower than the

freezing temperature.

MVD.JVZ + 1202 > (5.4)

Pice = 917
“ (MVD VZ + 1207 + 2.6 X 1075[T; — T]

where MVD is median volumetric diameters radial positions2 is rotating speed/, is
freestream velocityTl is temperature antt is freezing temperature.

The cohesion force is given by:
Feon = 0A, (5.5)

The ice cross section area is calculated by (FigzEe

Shi
A, = f hice ds (5.6)
S

low
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The failure stress as a function of grain sdeg given by [21]:

0.47 x 1076
— 9 — - - 5.7
op = 9.39 X 10°[1 +0.001384(Ty — T)| 575 (5.7)

Table 5.1 shows grain sized) (sed in present simulations:

Table 5.1: Grain Size [21]

Temperature [°C] Grain Size [um]
-5 242
-10 171
-15 216
-20 66

Blue : Clean Rotor Blade
Green : Ice Attached on Blade -

Red : Ice Shed From Blade Cohesion Centrifugal
orce

—
—

Analysis Direction

Figure 5.1: Forces on Accreted Ice.

ni
Ih Impingement
Limits

A =Ice Adhesion

Area
A =Ice Cross

Sectional Area

Figure 5.2: Ice Cohesion and Adhesion Forces Betall
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In EqQ. 5.3, the volumé/pl,..) of shedding ice is calculated by:

Volice = (Ac,j+1 - Ac,j)lice (5.8)

The adhesive force at the ice/airfoil surface rfiatge, which represent the

molecular and mechanical bonds between the icesalpstrate, is calculated by:
Faan = 14,4 (5.9)
with an adhesive surface of
Agq = (Shi — Stow)lice (5.10)
The adhesion shear streskié expressed as a function of temperature such as
T=10° x (0.26 — 0.013 x (T + 20)) (5.11)

Equation (5.11) is a linear curve fit for data frétaference 21.
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5.2 Rotor Blade Shedding Analysis

Following the application of the present ice atiore methodology to rotors in
hover and forward flight, numerical simulations Ba&yeen performed for the rotor blade
ice shedding. A rotor configuration tested by Foff21] was considered. The rotor is a
1/18-scale model of a small helicopter. The rotanteter is 780 mm and chord length is
69.75 mm. The blades are untwisted, and made of NBL2 sections. Table 5.2 shows
the corresponding test conditions. The forward dp#ethe rotor was 15 m/sec, leading
to a low advance ratio (forward speed to tip spe&tib) of 0.115. The ambient
temperature was parametrically varied between e20Cklsius and -5 degree C.

A C-H grid, 131 (chordwise) x 70(spanwise) x 4%9r¢nal), was used for flow
field prediction. Figure 5.3 shows 3-D blade meskd for simulations The predicted
flow field solutions from GT-Hybrid were fed intdné¢ present Eulerian droplet model
and the ice accretion (Extended Messinger modebulssequently computed. In this
study, the model rotor was assumed to be rigidogaalated at a fixed collective pitch of
6 degrees with zero cyclic pitch.

After calculating ice thickness, a shedding analyss done to check if and when
the centrifugal forces outboard of a given radiatisn exceed the surface adhesion
forces that exist at each cross section of theshege. The accretion time at which such
shedding occurs as well as the thickness and lesfgtiie shed ice shape was extracted
from the present simulations. Figures 5.4 througidi Show comparisons with
measurement and another numerical simulation [Bigjure 5.4 shows for the standard
test that the ice thickness at the stagnation pgioivs almost linearly along the blade
and increases from the hub to the tip. The refudte Reference 95 show overestimation
of the ice thickness over the entire length of bfede. The present simulations show
good agreement with measurement except mid-spaontelgeasonably good agreement
and similar trend with prediction of LEWICE wereufal for the other properties, such as

the length of the shed ice and the time at whigudding occurs.
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Table 5.2: Test Conditions of Ice Shedding Analysis

Parameter Value
Forward Velocity (m/sec) 15
Tip speed (m/sec) 130
Collective (Deg.) 6
LWC (g/n7) 0.842
MVD (um) 26.7
Temperature (°C) -20to -5
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Figure 5.3: Spinning Rotor Blade Il (SRB-II) Grigstem ( 131 x 70 x 45).
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CHAPTER 6

NUMERICAL SIMULATION OF ELECTROTHERMAL DEICING

LEWICE and an in-house 3D heat conduction solverewused for the study of
electrothermal deicing problem. LEWICE uses 2-Dpstheory, and solves the heat
conduction equations on a Cartesian grid. A fullp heat conduction analysis that
acknowledges curvature of the heat elements, aadfitite spanwise extent of the
heating elements has been developed. The seleated include validation studies for

some of benchmark cases and deicing problems ficopéer rotor blades.

6.1 Development of a 3-D Heat Conduction Solver

6.1.1 Governing Equation
In order to develop a 3-D, unsteady, mathematiwadel for heat conduction in a
composite blade, the followings are assumed:
1. The ambient temperature, air temperature at bladace and all heat transfer
coefficients are constant with respect to time.
2. The thermal physical properties of the material posing each layer inside blade
can be different, but do not rely on temperature.
3. There is perfect thermal contact between each layer
The mathematical formulation for the problem oft@ady heat conduction in a
composite blade with electrothermal heating canrdygesented as with the above
assumptions :

oT, 82T,  9°T; 0T,
(il G =hig thiga thiga +4 (6.1)

where j stands for the layer and where

p; = density of the'] layer;
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C,,j = specific heat capacity of th8 layer;

T; = temperature in thé'jlayer;

k; = thermal conductivity of thd'jlayer;

q; = rate of heat generation per unit volume in thayer;

t = time variable;

x,y, z = spatial coordinates.

6.1.2 Mathematical and Numerical Formulation

Coordinate Transformation

On a general curvilinear coordinate system, Ed.) (®ay be expressed as follows

after coordinate transformation used in Chapter 2.3

9 T\ 0P G10) dR q;
at(ijp,j])—kj af+kj 6n+ jac+] (62)
where,
P = A\Te + A,T,) + AsT;
Q = A,Te + AT,y + AsT;
R = A3Te + AsT,) + AgT; (6.3)
and,
PO Ak A
Ji
A - Exllx + &My + 51,
2 J
A = Ex(x + Ey{y + S;z{z
: J
4, = Ny +n3 +nz
]
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CxNx + Syny + (ony,
]

G+ 3G+
J

In the above equations, J is the Jacobian of femation, given as the

A5=

A6=

determinant of the following matrix:

Sx Sy &2
J=det|lx Ny 1Nz (6.4)
& Gy &

The metrics of transformatio®, &, £,) may be evaluated in terms of quantities

asdx/dé¢, dy/on etc. through the following matrix equation:

$x Sy Xg Xy X1t
Nx Ny nz = [yf W y{] (6.5)
Zx (y 77

Spatial Dirscretization

The discretized form of the governing equatiores, (6.2), at a cellif,k) may be

written as follows using central differences:

P;iCp,j <le x i.j,k)

] At
o Tigik Ptk Qi,j+%k B Qi,j—%,k (6.6)
- A& J An
y Ri,jk+%_ Lik—g | qj
! A J
where:
A¢ = El+1] Kk Szi—%,j.k =1
An = ni,j+%,k - ni,j—%,k =1 (6.7)
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Al =¢ —¢ =1

Lik+s  Cijk—3

Here,(ii%,ji%,ki

N | =

) represents six faces of the cell. Using the céntra

difference operatog, Eq. (6.6) is written in the following form:

+1
piCpi (T — Tiik
] At

) = 6¢k;P + 8,k,Q + 6;k;R +% (6.8)

Time Marching Scheme

In an implicit formulation with first order backwddifferencing in time, Eq. (6.8)
may be written as:

p 'Cp,j ATn+1

] At

= 5k P+ 8,k QT + S kR +% (6.9)

Here, AT™! = T"*1 — T" the superscritp n and n+1 represent time leveé T

inviscid flux terms are linearized using Taylorissrexpansion as follows:

Pn+1 ~ Pn + [ n]ATn+1
Q™! = Q™ + [B"]AT™H? (6.10)

Rn+1 =~ Rn + [Cn]ATn+1

Where the flux Jacobian matrices are defined as:

[41=2 [B1=22 [c]=2

With Eq. (6.10), Eq (6.9) may be re-arranged as:

Atk;
1 —{) - L (8e[AI™ + 8, [BI™ + 6;[C]™) [ AT™! = (RHS)™ (6.11)
J=p,j
Atk; At
(RHS)" = Iy (8¢P™ + 5,Q™ + 5;R™) + 4 (6.12)
PiCp,j PiCp,j

Equation (6.11) is a matrix system, which is cotapanally very expensive to

invert. To reduce the computational time, the maitiside the bracket on the left-hand

145

www.manaraa.com



side is approximately factored using an alternatirgction implicit (ADI) method. In

the ADI scheme, Eq. (6.11) is expressed as:

JAtk; JAtk; JAtk;
1-— Se[AI™| |1 — 8, [BI*|[1 - S [CTM| AT = (RHS)™ (6.13)
PiCp,j P;iCp,; P;iCp,j
Atk; 1
[1 _JAthy 8¢ [A]"] AT™3 = (RHS)"
P;iCp,;j
Atk; 2 1
[1 _ 18t 8, [B]nl AT™3 = AT™3 (6.14)
P;iCp,;j
]Atkj n+z
1— Sc[CIM|AT™E = AT™3
P;iCp,;j

Initial and Boundary Conditions

In the beginning of the simulation, the initialntperature in the composite
volume can be set equal to a constant or can badidn of spatial position. In current
study, the initial temperature is set equal to ambiemperature of freestream.

For all surface of the composite volume, Newtdas-of-cooling may be used to
represent the required boundary condition. The eotive heat transfer coefficient, h,

was set to the desired values to represent stacdaxective heat transfer.

kaT = h(Ts — Ts) 6.15

The boundary conditions for two layers in perfinermal contact require that the
temperature and heat fluxes be continuous. Thues,rélquired temperature and flux

conditions are:

Tyl = Tal, (6.16)

I aT B oT 6.17

1 anl ; - R2 anz ; ( . )
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6.2 Validation of a 3-D Heat Conduction Solve

6.2.1Steady Simulation:

Heat Transfethrough arlnsulated Wall

The developed -D heat conduction solver was validated for a heansfer
problem which has analytic solution. The problis a heat transfer through an insulea
wall [96]. Figure 6.1 shows details of the problem. Tvalues for the brick an

insulation thermal conductivity a

kbrick = kZ = 0.7 W/mK

kinsuiation = k1 = k3 = 0.07 W/mK

Figure 6.2 showanalytic solution for this problem. Temperaturesragrfaces
between brick and insulation &
T, =90°C | T; =70°C
Figure 6.3 shows comparison of temperature didiohuthrough an insulate
wall. Present simulation shows gc agreement with analytic solutic The solution was

obtained on aB3 x 11 grid

Brick
0.1m

| Tis10°C

\ Insulation /

0.03m

Figure6.1: Heat Transfer through an Insulai¥dll.
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Figure 6.2: Analytic Solution for Heat Transferdbgh an Insulated Wall.
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Figure 6.3: Solver Verification Results : TemperatDistribution through an Insulated

Wall.
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Heat transfer in Four Concentric Cylinders

As a next verification of a 3-D heat conductiofvea simulation has been done

for steady state problem of four concentric cylmsd@®7]. The parameters used for this

problem are shown in Table 6.1. The surface tenwperaf the inner cylinder was held

at 1000 degrees C, while the surface temperatutbeobuter cylinder was fixed at 100

degrees C. The analytic solution at each interfacesavailable (shown in Table 6.2).

Figure 6.4 shows a graphical representation ofthaerical solution. Present simulation

shows good agreement with analytic solution. THatmm was obtained on an 65 x 36

grid.

Table 6.1: Parameters used in the Multiple Zona@té&tate Verification Problem

Thermal
Layer Inner Radius (mm) | Outer Radius (mm) Conductivity
K (KJ/hr m °C)
1 1000 800 155.77
2 800 700 249.23
3 700 500 18.69
4 500 300 93.46

Table 6.2: Analytic Solution for Heat Transfer iauf Concentric Cylinders

Interface | Temperature (°C)
1 100
2 173.25
3 196.0
4 815.1
5 1000
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Figure 6.4: Solver Verification Results : Temperatistribution in Four Concentric

Cylinders.
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6.2.2 Transient Simulations

Transient Heat Transfer

Simulation has been done for a 2-D transient traasfer problem. The equation

for this problem is:

aT—62T+62T (x,y) € (0,1) x (1,0
E_axz ayz X,y (,) (,)
The boundary conditions are:

T,y,t)=T({,y,t) =0, ye€|[0,], t=>0

T(x,0,t) =T(x,1,t) =0, x€[01], ¢t=0
The initial condition is:

T(x,y,0) = sin(nx)sin(2my), (x,y) € (0,1) X (1,0)

Figure 6.5 shows initial temperature distributiogide the domain. The analytic

solution for this problem is:

T(x,y,t) = e_S"ZtSin(nx)sin(Zny), (x,y) € (0,1) x (1,0)

Figure 6.6 shows comparison of temperature digioh with analytic solution at

different time. Present simulation shows good agesd with analytic solution. The

solution was obtained on an 51 x 51 grid.
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Time Dependent Problem with Heat Source

Additional simulation has been done for a 2-D srant heat transfer problem

with heat source. The equation for this problem is:

o _ aqﬂ o°T +g9 (xy) € (01)x (1,0
Frinie ) ay q (x,y) €(0,1)x(1,0)

The boundary conditions are:

T,y,t)=T({,y,t) =0, ye€|[0,1], t=>0

T(x,0,t) =T(x,1,t) =0, x€[0,1], t=0
The initial condition is:
T(x,y,0) =0, (x,y) € (0,1) % (1,0)
The heat source is:
q = sin(nx)sin(wy), (x,y) € (0,1) x (1,0)

The analytic solution for this problem is:

T(x,y,t) = (—%3‘2” t+ 21 )sm(nx)sm(ny) (x,y) € (0,1) x (1,0)

As noticed from the analytic solution, the tempara distribution reaches to
steady state. Figure 6.7 shows comparison of stetadg temperature distribution with
analytic solution. Present simulation shows goodea@ment with analytic solution. For
this problem simulations have been done with difieisize of grid and the effect of grid
density on numerical error has been investigatggliré 6.8 shows RMS error relative to

analytic solution with different size of grid. TRMS error decreases linearly.
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Figure 6.7: Solver Verification Results : TemparatDistribution inside the Domain.
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Figure 6.8: RMS Error Relative to Exact Time-depamtdSolution.
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6.3 Aerothermal Prediction for Rotor Blade

De-icing tests also have been done in NASA Glefuirgy Research Tunnel (IRT)
in 2013 [90-92]. In the present work, the aerotr@ramalysis also have been performed
by LEWICE and an in-house 3D heat conduction soldewveloped by present
investigator. LEWICE uses 2-D strip theory, andseslthe heat conduction equations on
a Cartesian grid. A fully 3-D heat conduction asathat acknowledges curvature of the

heat elements, and the finite spanwise extenteoh#ating elements has been developed.

6.3.1 Run33

One of test conditions, Run33, is selected assaline case. This condition is dry
air case and used for the validation of the curesmbthermal prediction module. Table
6.3 shows the corresponding test conditions. Degisimulations have been done at 2D
cross section, mid-span. Azimuthally averaged loetdcity (210 ft/sec) and pitch angle
(2.6 Deg.) are used as a flow condition. Convecheendary condition is applied at
boundaries on computational geometry. Heat transefficient (HTC) predicted from
LEWICE is used as a boundary condition on exteandbil surface. Figure 6.9 shows
predicted HTC for Run33. It also shows value of theansfer coefficient at each
temperature sensor (RTD) locations. Figure 6.1Qvshoyoss section of heater zones and
RTD locations. For the initial temperature, 54°Fswesed for all simulations instead of
45°F to account for the residual heat in the stmectfrom the previous cycles.
Comparison of blade surface temperature at diffdmrations are seen in Fig. 6.11 and
6.12. At location B(leading edge region), LEWICEegicts temperature variation and
peak value quite well. Unfortunately the in-housP Beat conduction code considering
curvature effect under-predicted the peak valuexétrnal surface. One of reasons for
this is due to the lack of modeling of aerodynatheating in 3-D heat conduction code.
LEWICE shows increase of surface temperature neadirhg edge region before the

heater is turned on due to aerodynamic heatindnofjh current 3-D heat conduction
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code shows under-prediction of surface temperaairdeading edge region, it is
physically meaningful to acknowledges curvaturetlad heat elements and the finite
spanwise extent of the heating elements. At lopatid (downstream region), both

analyses show similar temperature variation.

Table 6.3: Test Conditions for Run33

Conditions
Forward Velocity (knot) 60
RPM 1200
Temperature (°F) 45
Time (Min) 5
Collective (Deg.) 5

[sfc =0 : T.E of lower surface|

160
I I 1 I I
| | [ | | LEWICE
140 F- - -1—-— ——1— — — -1 — — | [ ] RTD10/11
| I 1 I | A RTD14/15
I I 1 I I
120F---+— = =1— = — —=1— — — | R e [, ST (s S Spp e S
| | | [RTD10/11 (Leading Edge, B1=93.7)
I I 1 I I I
100 F-- -1 I |- — -4t -t - —-——t+t-—-——t+t—-—-—-rF—-— -
I I I
I I I
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I I
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=
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Figure 6.9: Predicted Heat Transfer CoefficientfiobEWICE (Run33).

156

www.manaraa.com



15 % chord ' 10 % chord

~=il] L aal T —— — e

|
|
|
|
1

A (outboard) / D (inboard)

Heater

B (outboard) / E (inboard) Zohes

C (outboard) / F (inboard)

0 External RTDs
¢ Internal RTDs

a) Cross section of heater zones

Numerical simulation

rm.'u-i"}
|
[ e | : L1 : :
3 | = i ] |
LEUE L] ETmR) i P
Fwmit -
e 'L . L - — Al - - Tip
[ ml LT Wi |
[Ty “ e W L) i | =] S
Ll b [ WM | e [ T |
P i | - |
u F e W17

b) RTD locations
Figure 6.10: Heater Zone Layout (NASA Glenn’s IRT).

157

www.manaraa.com




Internal Temperature

External Temperature

a 99RTD02 (Exp erim ent)
99RTDO3 (Experiment)
LEWICE

3-D Heat Conduction Code

0 30 60 90 120 150 180 210
Time (sec)

a) Internal

a 99RTD10{Experim ent)
99RTD11{Experim ent)
LEWICE
3-D Heat Conduction Cede
Y
r .
V4
7 A .Y
Y £
F 4
/,
177
fi7
;Hf o
v S
—— e
0 30 60 90 120 150 180 210
Time (sec)
b) External
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6.3.2 Run40

De-icing simulations also have been performedafoother test condition called
Run40. Table 6.4 shows the corresponding test tondi Like Run33, de-icing
simulations have been done at 2D cross sectiomidispan (17.89 inch). Azimuthally
averaged local velocity (327.85 ft/sec) and pitdgla (1.04 Deg.) are used as a flow
condition. Convective boundary condition is applied boundaries on computational
geometry. Heat transfer coefficient (HTC) predichexin LEWICE is used as a boundary
condition on external airfoil surface. Figure 6si®ws predicted HTC for Run40. It also
shows value of heat transfer coefficient at eaahptrature sensor (RTD) locations. For
the initial temperature, 54°F was used for all datians instead of 45°F to account for
the residual heat in the structure from the previoycles. Comparison of blade surface
temperature at different locations are seen in bBid4 and 6.15. LEWICE shows
reasonable peak temperature at location B (leaduohge of airfoil) and location C
(downstream region). Predictions from the 3-D heanhduction code also show
reasonable peak temperature, except on the extsurdhce at the leading edge.
Unfortunately the in-house 3-D heat conduction coalgsidering curvature effect under-
predicted the peak value at external surface. @measons for this is due to the lack of
modeling of aerodynamic heating in 3-D heat condactode. LEWICE shows increase
of surface temperature near leading edge regioarédhe heater is turned on due to
aerodynamic heating. Although current 3-D heat catidn code shows under-prediction
of surface temperature at leading edge region, sitphysically meaningful to
acknowledges curvature of the heat elements anfinikee spanwise extent of the heating

elements.
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Table 6.4: Test Conditions for Run40

Conditions
Forward Velocity (knot) 105
RPM 2100
Temperature (°F) 45
Time (Min) 5
Collective (Deg.) 5
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Figure 6.13: Predicted Heat Transfer CoefficieabfLEWICE (Run40).
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

A physics based methodology for the predictiomaddr blade ice formation has
been developed and numerical studies for rotorecaiy phenomena has been carried
out to understand the fundamental phenomena ofoigeation over rotorcraft airfoil
sections. To this end, a series of progressivelfi@hging simulations have been carried
out. These include ability of the solvers to modélloads over an airfoil with a
prescribed/simulated ice shape, collection efficjemodeling, ice growth, ice shedding,
de-icing modeling, and assessment of the degradafi@irfoil performance associated
with the ice formation. Two different Navier-Stoksslvers, named GENCAS and GT-
Hybrid, are used for the prediction of flowfieldew2-D airfoil and 3-D rotor blade. In
order to compute the droplet flowfield propertigstiae same nodes of the discrete
domain where the flow variables of air are knowrgraplet solver, named GTDROP,
based on an Eulerian approach has been developedth& ice growth simulation,
classical and extended Messinger models are usédnamerical studies have been
performed to systematically assess the differeretevden them. In this study, a Bell
Helicopter Model 206B tail rotor blade (two-bladéeketering rotor) was used as a

representative rotor.

The developed ice accretion module has been cowpilth an empirical model
for rotor blade ice shedding. A rotor configuratiested by Fortin was considered for ice

shedding simulations.
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Finally, the aerothermal analysis also have besfopned by LEWICE and an

in-house 3D heat conduction solver developed byptesent author. LEWICE uses 2-D

strip theory, and solves the heat conduction egnaton a Cartesian grid. A fully 3-D

heat conduction analysis that acknowledges curgaifithe heat elements, and the finite

spanwise extent of the heating elements has beaioged. Conditions for aerothermal

simulations were chosen from de-icing tests dondNASA Glenn’s Icing Research

Tunnel (IRT).

1.

2.

7.1 Conclusions

Based on the study, the following conclusions tmaylrawn:

2-D static and oscillating airfoil simulations atene by GENCAS with the clean and
simulated iced (Simlce) airfoils. Computational ués are compared against
experimental data. Performance degradation duecg¢ofermation was captured
reasonably.

A 3-D Eulerian based stand-alone solver has bebdated for various benchmark
cases. The present Eulerian based solver has lbesm o successfully predict
collection efficiencies on two-dimensional and thdimensional wing. The present
approach is also in reasonable agreement to awvakgllated Lagrangian code
(LEWICE).

Ice accretion calculations have been done usingldssical and extended Messinger
model for rime and glaze ice conditions over 2-Efodls. It was found that the
Extended Messinger model predicts thicker ice tieadeading edge of airfoil than

classical Messinger model.
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. For 3-D rotor ice accretion, marginal differenceiée shape is seen at the inboard
between the classical and extended Messinger moHetslicted ice shapes from
both approaches are close to experimental ice shtape inboard region.

. Ice shapes start to differ towards blade tip. Asnsi the 2D cases, the Extended
Messinger model predicts thicker ice near the lepdidge of airfoil. The predicted
maximum ice thickness from the Extended Messingavdeh is closer to
measurements.

. In the tip region of helicopter blades at high sheahe effect of kinetic heating affect
ice accretion process. In order to consider kinéeating effect, blade surface
temperature distributions which are predicted frGfD simulation were fed into
Extended Messinger model. There is marginal diffeeein predicted ice shape at the
inboard. However, improvement on the predictionicef shape is seen in the tip
region by considering kinetic heating effect.

. Performance predictions for clean rotor, measuretl @edicted ice shape from the
Extended Messinger model have been done to inastihe effect of ice formation
on rotor performance. Only the computed and medsudineust values are in
reasonable agreement. The predicted power is naweér lthan experiment. One of
possible reason for this discrepancy is the lackunface roughness modeling in the
CFD solver. The performance degradation of the roédr compared to clean rotor
is only qualitatively captured.

From rotor blade ice shedding simulations, it @urfd that reasonably good
agreement was predicted for properties, such asetiggth of the shed ice and the
time at which shedding occurs.

. An in-house 3D heat conduction solver that ackndgds curvature of the heat
elements has been developed and validated forusabbenchmark cases. The present

in-house 3D heat conduction solver has been shawrsuccessfully predict
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temperature distribution inside two-dimensional posite airfoils. The present
approach is also in reasonable agreement to avaiitlated code (LEWICE).
10.While current results are encouraging, much adufiavork remains in modeling
detailed physics important to rotorcraft icing pberena. Despite these difficulties,
progress in assessing helicopter ice accretionbkeas made and tools for initial

analyses have been developed.

7.2 Recommendations

Based on the study, the following recommendatamesmode for further research:

1. Ice accretion simulations on 3-D body have beenedbased on 3-D unsteady
flowfield and water droplet analysis. However, grewth is still done based on 2-D
strip approach. Extension from 2-D to 3-D ice atoremodeling should be pursued.

2. Estimation of convective heat transfer coefficiast still based on empirical
formulation using Reynolds analogy. Approach usimgh fidelity CFD analysis
should be further investigated.

3. Degraded performance prediction due to ice format@s qualitatively captured.
Surface roughness modeling in the CFD solver shbelldonsidered.

4. Although the current rotor blade ice shedding modebws reasonably good
agreement with measurements, this empirical modglires input from actual
experiments on ice shedding to determine sheassstse The methodology does not
use fracture mechanics. Further study on the muoglebf ice shedding is
recommended.

5. In present study, external ice layer was not camsd in de-icing simulations.

External ice layer and phase change inside ice Eyauld be considered.
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APPENDIX A

ENERGY TERMS

The energy terms appearing in the extended Messingpdel equations are
expressed:
» Convective heat transfer {Q
Q =h(Ts—Ta) (A1)
» Cooling by incoming droplets
Qg = (LWC)AVaCpuhe (Ts ~Ta) (A2

» Evaporative hat loss ¢

Qe = Xe&(Ts—Ty) (AS)
o = 0622%5, @=27.03, = total pressure of the airflow
CoRLe
* Sublimation hat loss (§
Qe = X&(Ts—Ty) (A4)
_ 082 Lg
s CpF{Le2/3
* Radiation (Q
Q :4£JrTa3(Ts_Ta) 69‘

¢ : Surface emissivityg, : Stefan-Boltzmann constant

» Aerodynamic heating (£p
_rhve
Q=T (A.6)
r: Adiabatic recovery factor (r=PBf for laminar flow, r=P¥?* for turbulent flow)

» Kinetic energy of incoming droplets {Q

2
Q= (LWO)AY., 2> (A.7)
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» Heat brought in by runback water{Q

Qin = MrCpu(Ts = Ts) 89‘
» Latent heat release (Q
LB
Q=nLe i (A.9)
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APPENDIX B

PARAMETER VALUES USED IN THE ICING CALCULATIONS

The parameter values used in the icing calculatae:

Symbol Description Value Units
Co Specific heat of air 1006 J/IKg K
Coi Specific heat of ice 2050 J/IKg K
Cow Specific heat of water 4218 J/Kg K
& Saturation vapor pressure constant 27.03

g Gravitational acceleration 9.81 /s

ki Thermal conductivity of ice 2.18 W/m K
Thermal conductivity of water 0.571 W/m K

Le Lewis number 1/Pr

Le Latent heat of solidification 3.344 x30 J/Kg

Le Latent heat of vaporization 2.50 x°10 J/IKg

Ls Latent heat of sublimation 2.8344 x°10| J/Kg

Pr Laminar Prandtl number of air 0.72

Pr; Turbulent Prandtl number of air 0.9

& Radiative surface emissivity of ice 0.5-0.8

Lw Viscosity of water 1.795 x 1O Pas

or Density of rime ice 880 Kg/

Py Density of glaze ice 917 Kgfn

Pw Density of water 999 Kg/th

oy Stefan-Boltzmann constant 5.6704 210

Ow Surface tension of water 0.072 N/m
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